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This  paper  considers  a  micro-climate  monitoring  scenario,  which  usually  requires  deploying  a  large  num-
ber of  sensor  nodes  to  capture  environmental  information.  By exploiting  vehicular  sensor  networks  (VSNs),
it is possible  to  equip  fewer  nodes  on  cars  to achieve  fine-grained  monitoring.  Specifically,  when  a  car
is  moving,  it  could  conduct  measurements  at different  locations,  thus  collecting  lots  of  sensing  data.  To
achieve  this  goal,  this  paper  proposes  a  VSN  architecture  to collect  and  measure  air  quality  for  micro-
climate  monitoring  in  city  areas,  where  nodes’  mobility  may  be  uncontrollable  (such  as  taxis).  In  the
icro-climate monitoring
pportunistic communication
ervasive computing
ehicular sensor network
ireless sensor network

proposed  VSN  architecture,  we  address  two  network-related  issues:  (1)  how  to  adaptively  adjust  the
reporting  rates  of  mobile  nodes  to  satisfy  a target  monitoring  quality  with  less  communication  overhead
and  (2)  how  to  exploit  opportunistic  communications  to reduce  message  transmissions.  We  propose
algorithms  to  solve  these  two  issues  and  verify  their performances  by simulations.  In addition,  we also
develop  a  ZigBee-based  prototype  to monitor  the concentration  of carbon  dioxide  (CO2)  gas  in city areas.
. Introduction

After the industrial revolution, the burning of fossil fuels and
any human activities have significantly increased the concentra-

ion of carbon dioxide (CO2) year by year. It is widely concluded
hat the increase of the CO2 concentration is a major reason to
ause global warming. Therefore, it would be quite interesting
o understand how the CO2 concentration changes over temporal
nd spatial domains at a very fine-grained size. This is generally
elated to micro-climate monitoring, which intends to collect envi-
onmental information in a quite small scale (for example, one
easurement per 10 m).
In this paper, we aim at micro-climate monitoring in city

reas by using vehicular sensor networks (VSNs). We  consider sen-
or nodes whose mobility may  be uncontrollable (for example,
quipping sensor nodes on taxis or buses). Micro-level monitor-
ng usually requires deploying a large number of sensor nodes.
owever, through mobility, a sensor node can conduct measure-

ents at many different locations, thereby relaxing the demands

n the number of sensor nodes. Still, this problem poses several
hallenges: (1) calibration of sensing data, (2) management and
peration of VSNs, and (3) collection and presentation of sensing
ata.
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Among the above challenges, we  would like to particularly
address two  network-related issues: (1) how to adaptively adjust
the reporting rates of mobile nodes to satisfy a target monitoring
quality while reducing the communication overhead and (2) how
to exploit opportunistic communications to reduce message trans-
missions. For example, in a crowded area with many cars carrying
sensor nodes, we  can reduce the reporting rates of some nodes
to reduce possible duplication. On the other hand, at those fields
where the CO2 concentration changes dramatically, a node may
need to increase its reporting rate to improve the accuracy. For
opportunistic communications, a node may  pass its sensing data to
a neighbor which is going to submit a report shortly. Also, a node
which just arrives at an area may  inquire a neighbor (instead of the
central server) the required reporting rate inside the area.

We propose a VSN architecture to measure air quality for micro-
climate monitoring in city areas, where the CO2 concentration may
change over different regions and the number of mobile nodes
could be large. We design two message-efficient algorithms to
address issue (1). In particular, the sensing field is divided into
regular grids. Each grid can impose its own reporting rate on the
nodes within its region. The first algorithm tries to measure the
changes of the CO2 concentration inside a grid and then determine
the expected number of reports to be collected within that region.
On the other hand, the second algorithm tries to use the changes of

the CO2 concentration and the number of cars inside a grid to deter-
mine the expected reporting rate. To address issue (2), we allow a
node to collect information and submit reports by taking advantage
of its neighbors opportunistically.

dx.doi.org/10.1016/j.jss.2011.06.043
http://www.sciencedirect.com/science/journal/01641212
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We  verify our results through simulations as well as a real pro-
otype. Specifically, we develop a ZigBee-based car network to

onitor the CO2 concentration in Hsinchu City, Taiwan. In our pro-
otype, a car is equipped with a CO2 sensor, a GPS (global positioning
ystem) receiver, and a GSM (global system for mobile communi-
ations) module, which form a ZigBee-based intra-vehicle wireless
etwork. These vehicular nodes roam inside the area of interest
nd periodically report their sensing data through GSM short mes-
ages. These reports are collected by a central server, which shows
he monitoring result via Google Maps (2010).

The rest of this paper is organized as follows. Section 2 surveys
elated work. Section 3 presents the proposed VSN architecture and
ur algorithms. Section 4 gives our simulation results. Our proto-
yping results are presented in Section 5. Section 6 concludes this
aper.

. Related work

Wireless sensor networks (WSNs) have been widely adopted in
urveillance and monitoring applications. For example, He et al.
2006) adopt WSNs to provide a safe and secret way for acquiring
nformation from hostile targets in military surveillance missions.
he OceanSense project (Liu et al., 2008) deploys a submarine WSN
o collect oceanic data such as temperature and sea depths, while
i and Liu (2007) deploy an underground WSN  to monitor coal
ines. To forecast volcano eruptions, Werner-Allen et al. (2005,

006) deploy refractory sensors around active volcanos. WSNs are
lso deployed to monitor civil infrastructures such as buildings and
ailway bridges (Xu et al., 2004; Chebrolu et al., 2008). In Wang et al.
2003) and Chebrolu et al. (2007),  multi-layer WSNs are proposed to
mprove the network bandwidth and reduce energy consumption
nder various surveillance applications. These works all require a

arge number of static sensor nodes in the sensing field.
Recently, the concept of mobility is introduced to WSNs by

ispatching sensor nodes to conduct various missions, such as
eplacing broken nodes and reacting to the events (Cao et al., 2006;

ang et al., 2010). Such WSNs are usually called mobile WSNs.
ince sensor nodes are more maneuverable, mobile WSNs have
een adopted in vorious surveillance applications. For example,

Mouse (Tseng et al., 2007) develops a hybrid WSN  consisting of
tatic and mobile sensors for indoor surveillance, where mobile
ensors can be dispatched to analyze the abnormal events reported

rom static sensors. SensorFlock (Allred et al., 2007), an airborne

SN  composed of various micro-aerial sensing devices, is designed
o analyze toxic plume and storm dynamics to build a three-
imensional view of the atmospheric system. ZebraNet (Juang et al.,

Fig. 1. The proposed VSN architecture
d Software 84 (2011) 2005– 2012

2002) is developed to track zebras’ migration in Africa, where sen-
sor nodes are equipped on zebras to record their movements and
interactions. It can be observed that in the above systems, sensor
nodes should be equipped on either specially-made mobile carriers
or animals.

Several studies suggest adopting common vehicles such as cars
and bicycles as the mobile carriers of sensor nodes to reduce the
deployment cost. For example, by equipping multiple types of sen-
sor nodes such as microphones and cameras on bicycles, Eisenman
et al. (2009) allow cyclists to help collect road information along
some predefined routes. In Kargupta et al. (2004),  cars are equipped
with vehicular sensors and GPS receivers to conduct car-health
monitoring and collect driver habits. In Lee et al. (2006),  cameras
and chemical sensors on vehicles are used to monitor pollution
along streets and vehicles may  exchange their monitoring data
when they meet each other. In CarTel (Hull et al., 2006), each car is
equipped with a GPS receiver to trace its route, a camera to mon-
itor road conditions, and a wireless interface to report data to a
central server. These reports can be used for future route plan-
ning. Similar to these studies, our work develops a VSN architecture
for micro-climate monitoring in city areas. In addition, we address
two network-related issues in such an environment. Different from
Eisenman et al. (2009),  Kargupta et al. (2004), and Hull et al. (2006),
we aim at adaptively adjusting the reporting rates of vehicles to
balance between the monitoring accuracy and the communication
cost. Note that a higher reporting rate improves the monitoring
accuracy but incurs a higher message cost (here we  adopt GSM
short messages), and vice versa. Therefore, our goal is to satisfy a
target monitoring quality by minimizing the communication over-
head. In addition, we  exploit opportunistic communications to
aggregate vehicles’ reports to further reduce the message cost.

3. VSN-based solutions for micor-climate monitoring

Fig. 1 shows the proposed VSN architecture for micro-climate
monitoring. The system consists of some vehicular sensor nodes,
a monitoring server, and cellular networks. Each vehicular sensor
node (or simply called vehicular node or node) consists of a cen-
tral unit and an external unit. The central unit is placed inside the
car, while the external unit is attached outside the car so as to col-
lect environmental data. The central unit is connected to a cellular
interface (for example, 2G/3G/3.5G), a GPS receiver, and two wire-

less interfaces. The external unit is connected to a wireless interface
and some sensors depending on the application. Here, we  consider
monitoring CO2 concentration, so a CO2 sensor is needed. The cen-
tral and external units communicate with each other through their

 for micro-climate monitoring.
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ireless interfaces (in this paper we adopt ZigBee). Periodically,
he central unit collects the detected CO2 concentration from the
xternal unit and reports the data, together with its current loca-
ion, to the monitoring server. The monitoring server then collects
ll data in each predefined time frame and renders the result on a
ap  (in this paper, we adopt Google Maps (2010).
To reduce the communication overhead, the central unit of

 vehicular node can also form an ad hoc network with nearby
odes via their wireless interfaces (for example, Wi-Fi). Such an ad
oc network would allow opportunistic communications among
ehicular nodes. Therefore, a node can collect information from its
eighbors and help relay other nodes’ sensing data to the monitor-

ng server.
In this paper, we consider two network-related issues in the

icro-climate monitoring problem. First, since a city area is con-
idered, not only the CO2 concentration but also the density of
ehicular nodes may  change dramatically from time to time. Thus,
ne may  need to impose different reporting rates for mobile nodes
n different subareas. We  call this the dynamic reporting rate (DRR)
roblem, whose goal is to reduce the communication overhead
n the cellular networks while achieving certain monitoring qual-
ty. Second, to further reduce the reporting overhead, we consider
he possibility of opportunistic communications. When nodes help
elay each other’s reports, some sort of data aggregation can be
chieved. We  assume that each report has a deadline by which time
t has to be submitted to the server so as to provide timely services.

e call this the time-constrained opportunistic relay (TOR) problem.
To achieve our goals, the whole sensing field is partitioned into

xed-size grids G1, G2, . . .,Gn. For the DRR problem, the monitor-
ng server will impose a reporting rate ri on all vehicular nodes
n grid Gi, i = 1, . . .,  n. For the TOR problem, nodes will find out
heir reporting rates and submit their reports in an opportunis-
ic manner. The monitoring server has a predefined time frame of

 seconds. In every T seconds, the server combines all reports that
t has collected during that frame and renders the result on a map
nterface. Below, we present our detailed solutions.

.1. Solutions to the DRR problem

Since CO2 concentration is dynamic, we need to determine the
xpected number of samples to collect from each grid in every time
rame based on the record of the previous time frame. The number
f samples that we need to collect, however, depends on two fac-
ors: (1) the distribution of CO2 concentration in that area and (2)
he number and the distribution of vehicular nodes in that area.
ssuming Gi as the target grid, we present two schemes below.

1) Variation-based scheme: Intuitively, a higher reporting rate ri
should be set when the variation of the CO2 concentration in
Gi becomes higher, and vice versa. For example, in Fig. 2, since
the CO2 concentration in grids (2, 4) and (2, 5) fluctuates more
quickly than that in other grids, higher reporting rates should be
imposed on these two grids. Contrarily, the CO2 concentration
in grids (1, 5) and (2, 6) is more stable, so lower reporting rates
could be applied to reduce the amount of transmissions.

From the previous time frame, we can calculate the standard
deviation �con

i
of all reported values from Gi and the number of

vehicular nodes �i that have submitted reports for Gi. We  use
�con

i
as an index to estimate the number of samples (denoted

Svar
i

) that we expect to receive in the upcoming time frame. We
suggest setting Svar

i
as a linear function of �con

i
:

Svar
i = avar

i × �con
i + bvar

i ,

where avar
i

and bvar
i

are constants based on the past experience
(larger values mean higher monitoring qualities). Note that
Fig. 2. An example of the reporting rate adjustment.

bvar
i

indicates the smallest number of reports that we expect
to receive. Then, the new reporting rate of Gi can be set to
rvar
i

= Svar
i

/vi.
(2) Gradient-based scheme: The previous variation-based scheme

has no sense of the locations where samples are collected (that
is, two samples collected from different locations of the grid
are regarded as the same). For example, for two samples with a
fixed amount of concentration difference, if these two samples
are taken at very close locations, the change of concentration
is regarded as more significant as compared to the case when
the two locations farther away from each other. Therefore, the
concept of “gradient” can be applied to reflect these factors.

In this scheme, we  collect two sets of samples, one consisting
of higher values and one consisting of lower values. We  then mea-
sure the gradients of all pairs of samples between these two sets.
Then, the average gradient is adopted to calculate the new report-
ing rate. Specifically, let Rhigh and Rlow be the sets of the top �% and
the bottom �% of the concentration readings in Gi in the previous
time frame, respectively. The gradient of two samples x ∈ Rhigh and
y ∈ Rlow can be written as

˛(x, y) = x  − y

dist(x, y)
,

where dist(x, y) is the distance of the two locations where x and y
are sampled. Then, the average gradient between Rhigh and Rlow is
measured as:

˛avg
i

=
∑

x ∈ Rhigh,y ∈ Rlow
˛(x, y)

|Rhigh| × |Rlow| .

Similar to the variation-based scheme, the number of samples
Sgra

i
that we  expect to receive in the next time frame can be set as

a linear function of ˛avg
i

:

Sgra
i

= agra
i

× ˛avg
i

+ bgra
i

,

where agra
i

and bgra
i

are constants based on the past experience.
Then, the new reporting rate of Gi can be set as rgra

i
= Sgra

i
/vi.

3.2. Solutions to the TOR problem
Through opportunistic communications, a vehicular node can
help relay others’ reports, estimate its own  location when it loses
the GPS signal, and inquire the reporting rate when it enters a
new grid. Our design also includes a randomness mechanism to
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monitored region. The occurrence of CO2 events follows the Gaus-
sian distribution and each event has a different lifetime. We  define
the CO2 event rate as the number of CO2 events generated every

Table 1
The default parameters of our simulator.

Parameter Value

Number of streets 20
Area of the monitored region 12.8×12.8 km2

Number of grids 16
Number of vehicular nodes 160
Velocity of vehicular nodes 30–60 km/h
CO2 event rate 2CO2 event
Maximum reporting rate 1/30 report/s
Fig. 3. A snaps

nsure fairness among nodes when they decide their relaying roles.
ote that since GPS is adopted, we assume that nodes are at least

oughly time-synchronized. Also, we assume that each node knows
he value of T and the due time when the server will render the

onitoring result. The details of our solution are listed below:

Periodically, a node x broadcasts a HELLO packet, through its
wireless interface, which contains its current grid ID and its cur-
rent attraction value attx, where

ttx = rndx × wgtx,

here rndx is a random number between 0 and 1 generated by x
t the beginning of the current time frame and wgtx is x’s weight
ariable reflecting the number of sensing reports that x needs to
ubmit to the server so far. Note that wgtx includes the sensing
eports generated by x itself and those that x needs to relay for
ther nodes.

When a node does not know the current reporting rate of its
current grid after entering a new grid, it first tries to get this
information from any neighbor, if possible, through its wire-
less interface. When the above opportunistic communication is
impossible, it then inquires the server through its cellular inter-
face. Then, according to the reporting rate, the node will collect
sensing data from its external unit periodically.
When a node x finds a neighbor y such that wgtx < wgty, it tries
to send all sensing reports at its hand to y through its wireless
interface. On completion of the above operation, x clears wgtx to
zero. On the other hands, y increases its weight wgty by wgtx. If
only part of the above process is done before the link between
x and y breaks, then these weights are adjusted proportionally.
(Note that this step may  be extended to multi-hop transmission.
However, to reduce complexity and to avoid the ping-pong effect,
we choose to only allow one-hop transmission.)
When x finds that it loses its GPS signal (for example, due to signal
blocking), it can estimate its current location through its neigh-
bors’ locations. (Note that there are several possibilities (Sheu
et al., 2008; Gopakumar and Jocob, 2008) to conduct such an esti-

mation. This is related to localization and is out of the scope of
this paper.)
After the current time frame ends, each node which has a non-
zero weight submits all sensing reports at its hand to the server.
 our prototype.

The above relaying behavior would allow us to conduct data
aggregation to reduce message cost. The reduction ratio is, how-
ever, system- and application-dependent. Data aggregation does
not affect the measurement accuracy because we  assume lossless
compression.

4. Simulation results

We develop a simulator in C++ and Matlab to verify the per-
formances of the proposed schemes. Table 1 lists the default
parameters in our simulator. Specifically, the monitored region is
modeled by a 12.8 × 12.8 km2 rectangle, inside which there are
20 horizontal and vertical streets. To simulate a real-road model,
vehicular nodes move inside the region following the Manhattan
mobility model (Bai et al., 2003), where all nodes move along hor-
izontal or vertical streets. When encountering an intersection, a
node determines its moving direction as straight, left turn, and right
turn with the probability of 0.5, 0.25, and 0.25, respectively. To keep
the total number of vehicular nodes in the region a constant, we do
not allow vehicular nodes to move outside the region. Therefore,
when a vehicular node reaches the region’s boundary, it will turn to
an available direction. Vehicular nodes send their reports by GSM
short messages. The length of a GSM short message is set to 140
bytes and it costs one dollar. We  set frame length T to 600 s.(We
will also observe the effect of T in the simulations). The monitored
region is divided into 4 × 4 grids. There are several CO2 events in this
Minimum reporting rate 1/300 report/s
T  600 s
Length of a GSM short message 140 bytes
Cost per GSM short message 1 dollar
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ig. 4. Comparison of the average GSM short message cost per time frame T and th

ime frame. We  measure the GSM message cost and the estimated
rror of the CO2 concentration.

For comparison, we  develop two schemes, one using the max-
mum reporting rate and one using the minimum reporting rate,
espectively. Such regular rates are also adopted in Chebrolu et al.
2007) and Juang et al. (2002).

We  first observe the effect of different numbers of vehic-
lar nodes on the average GSM message cost per time frame

 and the estimated error, as shown in Fig. 4. The number of
ehicular nodes ranges from 32 to 640. The estimated error is
easured by parts per million (ppm). Explicitly, as the GSM
essage cost increases, the estimated error decreases. Using the
aximum reporting rate incurs the highest cost while using the
inimum reporting rate incurs the maximum estimated error. Both

ur variation-based and gradient-based schemes can increase the
stimated accuracy while reducing the GSM message cost. The
radient-based scheme can further reduce message transmissions
ith the expenditure of increasing a small amount of estimated

rror.
We then observe the effect of vehicular nodes’ velocity on the

verage GSM message cost and the estimated error, as shown in
ig. 5. The velocity range of vehicular nodes are set to [5,25], [35,55],
65,85], [95,115], and [125,145] km/h. It can be observed that this
actor has low impact on both GSM message cost and the estimated
rror. Note that when the node mobility is very low (such as 5-
5 km/hr), the benefit of mobility would degrade slightly since a
ode can only obtain data from nearby locations. In this case, the

stimated error will increase.

Fig. 6 shows the impact of the size of the monitored region on the
verage GSM message cost and the estimated error. The region area
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Fig. 5. Comparison of the GSM short message cost per time frame T and the estima
ated error of CO2 concentration under different numbers of vehicular nodes.

ranges from 6.4 × 6.4 to 102.4 × 102.4 km2. Changing the region
size has almost no effect on the GSM message cost, because the
number of vehicular nodes is the same. However, the estimated
error increases significantly as the region size increases, because
the node density drops fast.

We then vary the number of streets and observe its impact. In
Fig. 7, the number of streets ranges from 10 to 100. Changing the
number of streets has almost no effect on the GSM  message cost
because the number of vehicular nodes does not change. When
there are very few streets (for example, 10), vehicular nodes can
only obtain data from very sparse positions, while results in a higher
estimated error.

From Figs. 6 and 7, we can also conclude that node density has
the most significant impact on the estimated error.

Fig. 8 shows the effect of different CO2 event rates on the
average GSM message cost and the estimated error. We  range
the CO2 event rate from 4 to 24 in every time frame. Because
the number of vehicular nodes is constant, changing the CO2
event rate has almost no effect on the GSM message cost. Inter-
estingly, the GSM message cost of the variation-based scheme
suddenly drops when there are 8 CO2 events. The reason is that
the CO2 event rate in the experiment may  not be significant
so that smaller reporting rates are set in the variation-based
scheme. On the contrary, the CO2 event rate has significant
impact on the estimated error. In particular, since vehicular nodes
report almost a constant amount of messages, increasing the
CO2 event rate will result in a higher estimated error. How-

ever, both the variation-based and gradient-based schemes can
keep quite low estimated errors while reducing the GSM message
cost.
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Fig. 6. Comparison of the GSM short message cost per time frame T and the estimated error of CO2 concentration under different sizes of the monitored region.
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Fig. 9 shows the impact of different time frame length T on
he average GSM message cost and the estimated error. We  vary

 from 300 to 1050s. As T grows, the number of messages per frame
ncreases and the estimated error decreases. For our schemes,
he GSM message cost increases less significantly. By using our
radient-based scheme, the increase of the GSM message cost is
ounded and the estimated error is reasonable. From Fig. 9, setting

 to 600 s is a proper choice.
. Prototyping experiences

We have implemented a prototype of the vehicular sensor node.
he hardware components, as shown in Fig. 3 are discussed below.
CO2 event rate

ed error of CO2 concentration under different variations of CO2 concentration.

1. Jennic board: Each Jennic board contains a JN5139 chip (Jennic
JN5139, 2008), which has a 32-bit reduced instruction set com-
puting (RISC) processor, a fully-compliant 2.4 GHz IEEE 802.15.4
(IEEE standard for information technology, 2006) transceiver,
192 KB of ROM, and 96 KB of RAM. We  adopt the ZigBee protocol
(ZigBee specific version, 2006) for inter-board communication.

2. GPS receiver: We  adopt the uPatch300 GPS module (uPatch300
module, 2008), which provides geographic location with the
maximum tolerant error of 1.8 m.  In our prototype, we set the
reporting rate to one second.
3. CO2 sensor: We  adopt the H-550EV CO2 sensor module (H-
550EV module, 2008), which samples the CO2 concentration
every three seconds. Its detectable range is from 0 to 5000 ppm
with an error range of ±30 ppm. It has response time of 30 s.
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Fig. 9. Comparison of the GSM short message cost per time frame T and the estimated error of CO2 concentration under different time frame T.

Fig. 10. The formats of our GSM short messages.

Fig. 11. A snapshot of our user interface.
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. GSM module: We  adopt the SIM300 GSM module (SIM300
module, 2008), which supports triband GSM/GPRS communica-
tions on 900 MHz, 1800 MHz, and 1900 MHz. It also allows users
to transmit GSM short messages.

Fig. 3 shows a snapshots of these components. The CO2 sensor
s installed outside the vehicle, while the GPS receiver and the GSM

odule are installed inside the vehicle. Each of the GPS receiver
nd the CO2 sensor is attached to a Jennic board, so they can com-
unicate with each other through a ZigBee wireless link. The GPS

eceiver is connected to the GSM module through an RS232 wired
nterface. The CO2 sensor reports its readings at a fixed rate to Jennic
oard inside the vehicle. The Jennic board will then average these
eadings, combine them with the current location of the vehicle,
nd report to the monitoring server through GSM short messages.
he reporting will follow the requested rate.

Each vehicle reports its current location and monitoring
O2 concentration through a GSM short message, which fol-

ows the format of “time, CO2 reading, latitude, longitude”,
s shown in Fig. 10.  For example, a GSM short message of
18401300070002478.8722N12099.8483E” means that a vehicle
as detected the CO2 concentration of 700 ppm at the location of
478.8722◦ north latitude and 12099.8483◦ east longitude at time
8:40:13 (hour:minute:second). On the other hand, the server can
djust the reporting rates of vehicles in certain region by sending

 GSM message with the format of “latitude and longitude of the
op-left point, latitude and longitude of the bottom-right point, new
eporting rate, expiration time”. For example, a GSM short message
f “24789715N120996530E24783968N121004276E0020190000”
eans that the reporting rates of vehicles inside the rectangle
ith the top-left point at location (2478.9715N, 12099.6530E)

nd the bottom-right point at location (2440.8565N, 12100.4276E)
hould be adjusted to 20 times per hour with expiration time
f 19:00:00. The message format of the server is shown in
ig. 10.

Fig. 11 demonstrates a small-scale trial in Hsinchu City. We use
oogle Maps as the user interface in which we use dots with dif-

erent colors to represent different CO2 concentration.

. Conclusions

In this paper, we have proposed a new architecture based on
SNs for micro-climate monitoring. Through GSM short messages
nd geographic locations of vehicles, we can use a small num-
er of vehicles to realize fine-grained monitoring in city areas.
o balance between the monitoring quality and the message cost,
e have designed an adaptive approach to adjust the reporting

ates of vehicular sensors according to the variance of sens-
ng readings and the number of vehicular sensors in each grid.

e  have conducted some simulations to validate our proposed
chemes, and also demonstrated the prototype of a ZigBee-based
ntra-vehicle wireless network for the micro-climate monitoring
pplications.
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