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Abstract—With the design of data communications in mind, saving are more stringent. To save the energy of devices (als
3GPP LTE-Advanced (LTE-A) is probably the most promising calleduser equipments, UEsthe LTE-A standard has defined
technology for Internet of Things (loT). For loT applications, the Discontinuous Reception/Transmission (DRX/DW¢ch-
continuous low-rate streaming data may be reported from deices . . . o
over a long period of time, imposing stringent requirementson ~ 2N'SM to allow devices to turn off their rad|.o interfaces apd
power saving. To manage power consumption, 3GPP LTE-A has 90 to sleep when no data needs to be received or transmitted
defined the Discontinuous Reception/Transmisson (DRX/DTX) from/to the base station (also calledolved Node B, eNB
mechanism to allow devices to turn off their radio interfaces and  The key property of the DRX/DTX mechanism is to work
go to sleep in various patterns. Existing literature has pal much in coordination with an eNB and its UEs and regulate UEs

attention to evaluate the performance of DRX/DTX; however, t k iodicallv t ivelt it data f fte th
how to tune DRX/DTX parameters to optimize energy cost is 0 wake up periodically fo receive/ransmit data irom/ie

still left open. This paper addresses the DRX/DTX optimizabn, ©€NB. Then, UEs can turn off their wireless transceiversrdyri

by asking how to maximize the sleep periods of devices while the non-wake-up period to save energy. Particularly, eseh U
guarantee their QoS, especially on the aspects of traffic bilate, adopts a specific timer to prolong its wake-up period wheneve
packet delay, and packet loss rate in loT applications. Effilnt i sees the data coming before the timer expires. Thus, some

schemes to optimize DRX/DTX parameters and schedule devige . . ) .
packets with the base station are proposed. The key idea of data posing unexpected delay can still be received/tratesmi

our schemes is to balance the impacts between QoS parametersdfter the regular wake-up periods. However, how to tune
and DRX/DTX configurations. Simulation results show that ow DRX/DTX parameters to minimize UES’ energy costs is still
schemes can guarantee traffic bit-rate, packet delay, and paet |eft as an open issue in LTE-A.
loss rate while save energy of UEs. In this paper, we address the DRX optimization problem
Index Terms—Long Term Evolution-Advanced (LTE- with the consideration of UES’ QoS requirements. The ob-
Advanced), Dis_continuous Reception/‘l_’ransmissi_on (DRX/lD)_(), jective is to maximize UEs’ sleep periods (i.e., non-wake-
gfégeécﬂg&mggs (IoT), Power Saving, Quality of Service, \, heriods) to save their energy while satisfy their QoS
' requirements in terms of traffic bit-rate, packet delay, and
packet loss rate. We propose an efficient sleep scheduling
I. INTRODUCTION scheme and a packet scheduling method to tackle this problem
Internet of Things (loT)is a general idea to integrate! N€ key idea of these schemes is to _balan_ce the impacts
numerous devices or machines with the Internet. For IPetween QoS parameters and DRX configurations.
applications, such as video surveillance [1] and smartrimgge ~ Major contributions of this paper are three-fold. Firsisth
[2], devices need to report various events and streaming di the first work to address the joint optimization on energy
to a central server over a long period of time in an efficie®Ving and QoS guarantee for loT applications in the 3GPP
and robust way. Thus, the 3GPP LTE-Advanced (LTE-ALTE-A network. In addition to the generic traffic featureiset
which is designed with wireless data communications in mingxtra packet delay posed by loT devices is also considered.
is the most promising technology for loT applications. T&€cond, we develop an efficient sleep scheduling scheme to
accommodate various streaming data of loT applicatiores, fPtimize the DRX mechanism which can fit all the packet
LTE-A standard has defined severalality-of-service (QoS) delay probability models and effectively mitigate the petck
classes for different traffic characteristics on the aspedt 10SS issue and guarantee the traffic bit-rate requiremefts o
traffic bit-rate, tolerable delay, and packet loss rate[g]-On 10T applications. In addition, a DRX-aware packet scheuli
the other hand, since loT devices need to continuously tepggheme is also proposed to well cooperate with the proposed

data over a long period of time, the requirements on pow&€ep scheme to improve the performance on energy saving
and QoS satisfaction. Extensive simulations show that our
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TABLE |
STANDARDIZED QCI CHARACTERISTICS INLTE-A

QCI | Resource Typel Packet Delay Budgel Packet Loss Ratg Example Services
1 GBR 100 ms 10—2 Conversational \Voice
2 GBR 150 ms 10-3 Conversational Video (Live Streaming)
3 GBR 50 ms 10-3 Real-Time Gaming
4 GBR 300 ms 10-6 Non-Conversational Video (Buffered Streaming)
5 Non-GBR 100 ms 106 IMS Signaling
6 Non-GBR 300 ms 10-6 Video (Buffered Streaming), TCP-based (e.g., www, e-ndiht, ftp,

p2p file sharing, progressive video, etc.)
7 Non-GBR 100 ms 10-3 \oice, Video (Live Streaming), Interactive Gaming
8 Non-GBR 300 ms 10-3 Video (Buffered Streaming), TCP-based
9 Non-GBR 300 ms 10-6 Video (Buffered Streaming), TCP-based
for the devolvement of future standard. mechanism. Finally, we formally define our DRX optimization

The rest of this paper is organized as follows. Relatgaoblem.
work is discussed in Section Il. Preliminaries are given in
Section Ill. Section IV presents our schemes. Extensive si QoS in LTE-A
ulation results are given in Section V. Conclusions are draw
in Section VI. In the LTE-A network, there are two types of flows:
« Guaranteed-Bit-RatéGBR)
« Non-Guaranteed-Bit-Rat@gnon-GBR).

In the literature, performance analyses of the DRX mech@ GBR flow can support real-time services, such as conversa-

nism in LTE-A networks are conducted in [6]-[10], which all onal voice, video, and gaming app!|cat|ons, while a nd_B\FG .
flow can support non-real-time services, such as IMS siggali

show that enabling DRX can significantly save UES’ energxh TCP-based applications [18]. A GBR flow is associated
Reference [11] uses hierarchical cascaded power gating an X

. i ion Jith some QoS parameters such gisaranteed-bit-rateand
multi-level clock gating to reduce the power consumption at _ . . . o .
maximume-bit-rateThe former is the minimum reserved traffic

?elipm Ssllce ag I:a;ger Irga[c)r? )t(oCzﬁlss(')ﬁRng;?ncoiv[elrzl‘rgr?i%(;fggte (bits/s) guaranteed by the eNB. The latter is the maximu
g P app P P ustained traffic rate (bits/s) that the flow can not excedid. A

to further reduce the consumed power in wake-up perloc?]s((jp_GBR flows share a common QoS parametggregate-

In reference [13], a packet scheduling scheme is IorOpOSeaximum-bit-rat(,awhich is the amount of traffic rate (bits/s)

for the fNB Wh'Ch prefgrs gllocatlng resource to the Us ared by all non-GBR flows of a UE. In addition, each flow
whose “inactivity” timer is going to expire first. Thus, the

selected UE is more likely to catch packets in time befor((ienCIuding GBR and r_10n.-GBRrows) is further associated with
sleeping, thus reducing its packet loss rate. To reduce UI‘:asQOS profile '”C'“d”?‘%’-

power cost, [14] tries to derive the optimal number of active * Q0S Class Identifier

slots in a frame according to the physical structure when* Packet Delay Budget

DRX operates. However, these studies [11]-[14] neglect the® Packet Loss Rate

coordination between various traffic characteristics aiRXD TheQoS Class Identifier (QCI¥ a scalar identifier to describe
configurations. Reference [15] proposes a dynamic DRXRe traffic characteristics in terms packet delay budgeand
scheme which continuously lengthens the DRX cycle ariicket loss rateThe packet delay budget is the maximum
inactivity timer if no data needs to be received by UEgvaiting time (in ms) that a packet delivered from the eNB to
However, it costs a large amount of signaling overheatie UE. The packet loss rate is the probability that a packet
to negotiate these adjustments between the eNB and Ug&ives at the eNB but is not received by the UE. This may hap-
Reference [16] proposes an autonomous scheme incurring lp@n when a buffered packet passes its delay budget. Here, we
signaling overheads which can adaptively adjust DRX cycl@so investigate the impact skrvice-request-response (SRS)
to capture the UE’s incoming traffic characteristic to imgo time (in ms) for non-GBR flows. The SRS is the maximum
energy efficiency. In [17], thehannel quality identifier (CQI) waiting time for the service request of the applications ¢o b
is considered to adjust the DRX inactivity timer for UEs wittdelivered from the UE to the eNB. Usually, SRS time is lager
different CQIs to improve system utility. However, both J16than the packet delay budget. Table | summarizes the QoS
and [17] do not consider the higher-level QoS features sscheharacteristics in LTE-A.

the traffic bit-rate and packet loss rate, which are mangator
in LTE-A network. These observations motivate us to addregs
the DRX optimization problem.

II. RELATED WORK

Discontinuous Reception (DRX) Mechanism

In LTE-A, the DRX mechanism is managed by tRadio
Resource Control (RRC)An eNB can initiate the DRX
mechanism by sending@ommand MAC control elemetd a

In this section, we first introduce the QoS features designedE [19]. The DRX configurations are UE-specific. Each UE
in the LTE-A. Then, we describe the operation of the DRXas its own configurations which are determined by the eNB.

Ill. PRELIMINARIES



TABLE I
SUMMARY OF THE DRX PARAMETERS

notation definition
drxStartOffset the subframe where the DRX cycle starts
on-duration the number of subframes at the beginning of a DRX cycle thatUk waits to receive PDCCHs

drx-InactivityTimer | the number of consecutive subframes that the receiver ieduon after receiving a PDCCH
shortDRX-Cycle the short periodic repetitions of the on-duration
longDRX-Cycle the long periodic repetitions of the on-duration, which aidwed by several shortDRX-Cycles
drxShortCycleTimer| the number of consecutive subframes that the UE shall follmvshortDRX-Cycle to start longDRX-Cycle

shortDRX-Cycle  _; _ shortDRX-Cycle longDRX-Cycle ol shortDRX-Cycle
- -t ;A - ;A —_—
drxShortCycleTimer : on-duration
i .
on-duration on-duration on-duration on-duration g . drx-InactivityTi
N -Inactivity Timer
Wake-up: — _)% - ) i
Sleep: — LA} LA,J /ﬁg : PDCCH
drxStartOffset Tdrx-]nactwltyTlmer | | . drx-TnactivityTimer
Receive a PDCCH (no PDCCH) (no PDCCH) Receive a PDCCH

Fig. 1. An overview of the DRX operation.

When DRX is enabled, a UE wakes up and sleeps withincurs higher power cost to the UE. Further, a UE with a
specific patterns, as shown in Fig. 1. The basic unit of wakiarger drx-InactivityTimer can catch more packets to rexuc
up and sleeping durations is a subframe (i.e., 1 ms). When the packet loss rate. However, it decreases the UE’s sleep
DRX mechanism is activated, there are six parameters to feriods. Finally, a shorter longDRX-Cycle can reduce th&SR
specified for each UE: 1) shortDRX-Cycle, 2) on-duration, 3)me of a UE but reduce its sleep period. Therefore, how to
drxStartOffset, 4) drx-InactivityTimer, 5) longDRX-Cygland configure DRX parameters is a critical problem.

6) drxShortCycleTimer. The shortDRX-Cycle and longDRX-
Cycle are the basic operation periods (in subframes) tfeat 9. The DRX Optimization Problem

UE performs wake-up and sleep operations. Usually, thetleng \ye ¢onsider the downlink transmissions of an eNB serving
of longDRX-Cycle is a multiple of the length of shortDRX-N UEs under Time Division Duplex (TDD) mode Each
Cycle. The on-duration is an interval (in subframes) in E i — 1.N. has admitted?® GBR flows andFN non-

cycle that the UE has to stay awake. During the wake-yppp flows, and each GBR flohas a guaranteed-bit-raks

period, the UE will monitor whether or not there isPaysical (bits/s) and all non-GBR flows share an a :
; . - ggregate-maximum-
Downlink Control Channel (PDCCHlelivered from the eNB bit-rate R (bits/s). For each flow(including GBR and non-

_todi_ndicater?ny dg;/vnlinktrsnsmiﬁsi?n o it. ;jrhe d_rxStaﬂ:‘éf TGBR flows), it has a QoS profile in terms phcket delay
n |cates_t_ € sublrame w ere the |rs_t on-duration sta 8. budget D; (ms) and allowablepacket loss rateP!°ss. The
drx-InactivityTimer is used for extending the wake-up péri J

£ the UE when find PDCCH deli dto it Before d >gacket size of a flow may vary over time due to its loT
oft € UE when inds any elivere to it. Betore dr application. We assume that the packet size ranges@gm‘?
InactivityTimer expires, if the UE monitors a new PDCC

A 0 Q7* (bits/packet). The expected inter-arrival time of the
from the eNB, the drx-InactivityTimer resets and restarg @ ( P ) b

. o . packets of flow is Z; ms. In addition, each non-GBR flgw
to count down again. Once the drx-InactivityTimer expire

he UE wil drxShortCveleTi d | b as a service-request-response tif)e(ms) based on its loT
the will start drxShortCycleTimer and go to sleep ( )épplication, which is larger than its packet delay budget, i

turning off its interface). During the UE's sleep periodl al¢ 'S 1 | this paper. we assume that each packet of flow
data for the UE will be buffered in the eNB until the next on=? = %" paper, P /

. . . .of UE; has a remaining packet delay budgei — ¢ when
duration comes. If no PDCCH is monitored by the U.E_durmgeing processed by our scheduler, whereas a probability
several shortDRX-Cycles, ?he drxSh_ortCycIeT|merW|II BED oo function?, ; (¢). The extra delay of may be incurred by
Once the drxShortCycleTimer expires, the shortDRX-Cyc

d d the lonaDRX-Cvcle foll Duri he lonaDRX etworks’ latency (in the case of downlink transmissions) o
ends and the long -Cycle follows. During the long stream processing, compressing, coding, or packing latémc

gyc:e, tge UEk?ehal\E/es similarlyhas F';[[\)Ng(r:k: ‘T‘ the s_hortDR)&he case of uplink transmissions). In each subframe, thie bas
ycle. Once the UE monitors the , It terminates Miocation unit for a UE is aesource block (RB)Suppose
longDRX-Cycle and starts th_e sh_ortDRX-CycIe again. Tht‘ﬁat there aré) RBs in a subframe. Note that the UE with a
DRX parameters are S“mma”z‘?d n Table Il . higher channel quality can receive more data bits in a RB. Let
We observe that the DRX configurations, QoS requiremengs, (bits/RB) be UE's channel rate which may vary over time

and power constraints of a UE are tightly coupled with eacl},y pe measured during its wake-up period. We assuméthat
other. For example, a shorter shortbRX-Cycle can reduceréhges fromCi" to e (bits/RB). The DRX optimization
UE's packet delay but decrease its sleep period. Also, a UE ! !

with a longer on-duration can enjoy a higher traffic bit-fat  2The uplink transmissions are similar to the downlink ones.



problem asks how to schedule resources and optimize fRete that Eq. (4) implies thaf* < Smi* < S; for all non-
DRX parameters of each YEncluding the on-duration¥;), GBR flow; € UE;. Therefore, once a service request arrives
drxStartOffset [;), shortDRX-Cycle T°), longDRX-cycle in a long cycleT, it can guarantee the request to be served
(TF), drx-InactivityTimer 1), and drxShortCycleTimef¢)  within T;* < S;. Therefore, the service response time of all
such that the QoS requirements of Uge., R¢, RZN, Dj;, non-GBR flows in UE can be met.
and P}OSS) can be met while the sum of sleep periods of all
UEs can be maximized.

B. Stage 2: Determinin@;,I'/, andI'”

IV. THE PROPOSEDSCHEME To determine the on-duratiof; of each UE,i = 1..N,

In this section, we present our three-stage (TS) scheme first calculate the sum of the maximum packet sizes of the
to the DRX optimization problem. Once the parameters (i.glows in UE;, whose delay budget is equal to its shortDRX-
TP TF,0; Li, T], T}) of each UE are determined, they will Cycle lengthT?, i.e., D, =15 W ftow; cur, @7 Then,0;
be sent to each UE. On the other hand, a packet scheduli®get as follows:
is proposed for the eNB to cooperate with UEs. Our TS -
scheme maintains three key properties to reduce UES’ wake- 0. — max{ ’VZDj_qu,VflowjeUEi Q}nalw 1} ©
up periods. First, we make all YB DRX cycle be an integer ! Ccmin x Q) e
multiple of others’. This reduces UES’' unnecessary wake-up
periods incurred by resource competition. Second, we aléde can see that by reserving; subframes as Ufs on-
optimize the drx-InactivityTimer (we use “InactivityTimEfor  duration, the most urgent packet of flpig able to be served
short) and help UEs to catch the packets posing unexpecteaing the shortDRX-Cycle. Here, the most urgent packet is
delays and thus to meet their delay budgets. Third, we allahe packet with the delay budget equal® and arrives at
UESs to go to “deep” sleep when their service-request-resporthe beginning of the shortDRX-Cycle. This packet has to be
times are not violated. As the results, our scheme can saeeeived by UE before the cycle ends; otherwise, it will be
significant energy and is quite suitable for 10T applicasiondropped. Note that Eqg. (5) also implies that Utses the

The details of the scheme are described as follows. least number of necessary wake-up subframes by reserving
necessary resource for urgent packets only, which can eeduc
A. Stage 1: Determining’S and T/ the periodic wake-up periods of UEs.

For determining the InactivityTimeF! of each UE,i =
1..N, we first model theexpected packet loss ratdenoted by
E; ;(-), for flow; in UE; by making use of its packet delay

D" = min{D,|flow; € UE;}. (1) probability P; ;(¢). Then, a temporal InactivityTimer for each
I flow; is chosen to satisfy the flow’s packet loss rate. Finally,
Without loss of generality, leD7" < D7¥in < .. < D%".  the best InactivityTimer is determined for Y meet all its

To decideT of each UE,i = 1..N, we first find the
strictest delay budget of each Ukenoted agD"):

Let 7Y < D™, We determinel}®,i = 2..N, as follows: flows’ packet loss rate. The detail of the procedure is dbedri

min as follows.

5= | 2 T 2
N R X i @) « Let M; be the number of packets of flgwthat should

" . arrive duringD; ms (thus,M; = max{L%J, 1}). Each
T < D" < D;. Since all flows’ packets of Ugare served 1..D; (we regard a packet to be lost if it is delayed over
with a cycle 7%, this guarantees that all packets will meet D, ms). Leté,, be the subframe number that packet
their delay budgets. Also note that Eq. (2) ensufgsto be arrives to the eNB and can be served by the eNB. Without
an integer multiple off;>, for i = 2..N. This can help UES |oss of generality, we regard the first subframe aftey's)E
to interleave their wake-up periods and avoid the competiti  frst on-duration ends as the subframe number 1. So we

for resources among UEs. Hef&; is the basic cycle and the have
allocation pattern will repeat aftéry /77 basic cycles due to

our arrangement (this will be clear later on). b =tm + (m —1) X Zj + Toppset + A,  (6)
To decide T of each UE,i = 1.N, we first find
the strictest service-request-response time, denotet]"4s, whereT,srqc: is the expected subframe number of the
among all non-GBR flows in UE first arrived packet of flow after UE’s first on-duration
S — min{S; | flow; € UE}. 3) ends andZ; is the expected pRa}gcket inter-arrival time
J of flow;. Note thatA; = {Zfﬁ is the expected
. . L 3
Since the size of longDRX-Cycl&;” of UE; ShOUIdS be an latency for serving a packet of flgvihrough the network
Integer multiple of the size of its ;hortDRX-CL:y(;E , and bandwidth shared by all UEs in the network, where
T;* must pe less than or equal 8", we setl;~,i = 1..N, WRB Q]+QJZ: is the average number of RBS to
as follows: o J CringCr . .
TL — Sy o« TS @) serve a packet of floyvin UE; and af‘B is the average
R i number of available RBs that can allocate to the packet



per subframe defined by fy < t,, and is successfully received by the on-duration
or InactivityTimer of UE, i.e.,

S8 _ FlowRate; « Q . ; s )
! Y BN+ N ZfloijUEq, RJG . Yo = { b = E[T_;S] XT7), gy =1 (13)
(7)

m — by, if 7, =1.
Note that the first part of Eq. (7) is the average humber

Thus, it implies that once packet arrives at the sub-
of available RBs per subframe for flovand FlowRate; frame nearby that of packet which is received suc-
is the admitted bit-rate of floyv

cessfully by the UE’s on-duration or the InactivityTimer,
the packetn can also be received by WYEhrough the
RS, if flow; is GBR extended InactivityTimer triggered by packet
FlowRate; = § gV i flow is non-GBR (8)  « Then, we choose a temporal Inactivity Tinfe" to meet
the required packet loss rate of flpwi.e.,

>

FN
i

Then, the expected packet loss rdig;(-) with the
temporal InactivityTimerl“;T of flow; in UE; can be
expressed as follows: Note that a shorter InactivityTimeF!* can potentially
- duce the wake-up period of the UE when the required
Ei (DL, [t1, to., tms oy tar |, Dy, TS re
35 [t tms s tary ], D5, T7) packet loss rates are the same.

P = min {PI|E;; (0]) < PI§ 1 = 0,1.} . (14)

- Z Prob([t1,ta,..,tm, . tar,]) « Finally, the best InactivityTime'.* is chosen for UE
tm=1..D;,¥m so as to satisfy the packet loss rate of all the flows in
x Loss(I' [t1,t2,.., tm, .. tar,], Dy, T, UE;: )

Il =max {I"|flow; e UE} . (15)

where Prob(-) and Loss(-) are the probability and the

packet loss ratio function of the packet delay distribution ~ Note that to speed up the calculation of the best Inac-
[t1,to,.., 1, tar,] such that tivityTimer for UEs, we can use a larger urnit > 1
s U2 -5 tmy -y P

(in ms) for packet delay budget, InactivityTimer, and
Prob([t1,ta,...tm, -, ta,]) = H P i(tm), (9) cycle length, thus the expected packet loss rate incurred
m=1..M, by the temporal InactivityTimerl“§ can be rewritten

I
and as Ei7j(%, [ﬁ17ﬁ27..,ﬁ7rb, . tg\/[j], %, 7;35 ) This can Sig-
R nificantly reduce the computational cost. In addition,
Loss (F§, [t1,t2, .. tm, o tar; ], Dy, T,L-S) because the best temporal InactivityTimers of the flows
are the same if the flows are with the same traffic
Mj - (Zm:l,.Mj ((bm + 77771))

characteristics (i.e., packet inter-arrival time, paskess

- M; ’ (10) rate, packet delay budget, and packet delay distribution),
we can record these information and corresponding best
where InactivityTimers for further accelerating the computatio
s { 1, if X, <D, (11) For deggarlniningFiL of each UE,i = 1.N, we set
m 0, otherwise Il = [3-1 x Tf — ((f — drxStartoffse% 1)), where

f is the subframe number to trigger drxShortCycleTimer.
. Here, depending on the applications behavior, if no packet
_ { 1, if X, > Dj andY,, <TIf (12) arives over the maximal service request-time, i%"* —
hm 0, otherwise max{S;|flow; € UE;}, it has a higher probability that there

. v‘/ill be no packet arrival later. This feature can be usedler t

In Eqg. (10), the denominator is the total number of arriv .
packets during the delay budget and the numeratoﬁleE o go to deep sleep for further conserving energy.

the number of packets failed to be received by; \dEe ) .
to the expiration of InactivityTimef“f. In addition, ¢,, C. Stage 3: F)etermlnln@i _ _

(in Eq. (10) and Eq. (11)) is an indicator that returns To determineL; of each UE,i = 1..N, we first define

1 if the arrival of packem can be received by Uus the “crowded” degree for each CyCle. Then, we recursively
on-duration of the cycle; otherwise, it returns 0. Tern@ssign each UE a less crowded cycle in which the UE starts
nm (in Eq. (10) and Eq. (12)) is also an indicator thaits DRX operation to avoid resource contention. Finally; fo
returns 1 if the arrival of packet: can be received by each cycle, to mitigate the resource competition among UEs,
the Inactivity Timer; otherwise, it returns 0. Note thg, We disperse these UEs by assigning different drxStart@ffse
(in Eq. (11) and Eq. (12)) is used to evaluate the waitingve use “startoffsets’ for short) in the cycle, thus redgcin
time if packetm is received until the next on-duration ofunnecessary wake-up periods of the UEs. The detail of the

UE;, i.e., X = | i | X T — T poet — (m — 1) x Z;. procedure is described as follows.

TermY,, in Eq (12) is the interval between the arrivals ® First, Ietsksbe the first available subframe in each cycle
m . T_N

of packetm and packety, where packety satisfies k,k = 1.7 Initially, sets; = 1. Then, we define the

and




« ” TABLE Il
crowded” degreeC;, for cycle k as the total amount  Tig cHaNNEL QUALITY IDENTIFIER (CQI) SUPPORTED INLTE-A

of the resident UEs’ least wake-up time, where the least NETWORKS[20].
wake-up time of UEin each shortDRX-Cycle i©); +T'/. _ . _
Initially. setC, = 0 CQl index | modulation | code ratex 1024 | bits per resource block
Y, k=5 _ 1 QPSK 78 12.79
« Second, we recursively assign each ;U& temporal 2 QPSK 120 19.69
startoffset L;, which is composed of two parameters, 3 QPSK 193 31.67
0V and 2775t wherepV“! is UE;’s resident cycle g' 8E§E igg ?gg?
and o277 is the startoffset in th@o°y°le th cycle, i.e., 6 OPSK 602 98.77
Li = (@ — 1) x T§ + cptffset For UE;,, we choose g iggﬁm %8 iég-gg
the cyclek* which is with the smallesC;, among the 9 160AM 616 20213
first = TS cycle. Then, we give a temporal startoffset by 10 64QAM 466 229.36
cycle . 0 f fset 11 64QAM 567 279.07
assigning; = k* and ¢ = s,+ and update 12 64QAM 666 327.79
I 13 64QAM 772 379.97
Sk = sp= +O0; + 1. Forn; = 1 — 1, we repeatedly 1 640AM 873 429,68
update s s = g + O; + 't due to 15 64QAM 948 466.59

k*+n; X k*+rLL
its cyclic feature Finally, updat@k for each of these
updated cycles accordingly.
o Third, based on the results of previous step, we pro-
portionally redistribute the drxStartOffsdt; for each for each flow because flowhas (2£)M; delay distributions,
UE,;. First, we derivey) = max Ts {Ck}. Then, we Wherep > 1 is the unit to spee(fup the calculation for ex-
k=l.7s pected packet loss rates and each distribution a€éld;) to

assign each U L; accordlng to the ratleT— such that calculate the value afoss(-). Because the network ha¥ F’)
Li= (2 1) x TF + L e poffset. flows, each flow costs at mogﬁ—( Di ) times to derive
its expected packet loss rate to fllvpd the best InactivityTime
D; M;+1 . :
D. Packet Scheduling at the eNB Thus, all UEs _costi)(F) -.O(TJ o M;) to find their
At the eNB desi DRX heduli h best InactivityTimers to satisfy their target packet loates.
t the eNB, we design a -aware scheduling Schemgn gy - jt costsO(N) to determine the drxShortCycleTimer

to cooperate with the proposed TS scheme. This sched Wall UEs. Thus, the stage two totally cosi)s{F) Y O(F) -
will keep aware of UEs’ DRX operations and maintain a_ p ;+1 D, Mi+
M;)+O(N) = O(F)-O(Z M;)+O(N).

additional virtual queue for each UE to collect the packe (
which will be due before its current cycle ends. Specifically
when allocating data in a subframe, the eNB will allocate
stringent data first. A packet is considered stringent ifsit ieast crowded cycle amo@l cycles and costé)( ) when

in the virtual queue and will be dropped in the next subframgpdatmg the crowded degrees of all cycles. Slnce we have
Also, for those UEs whose InactivityTimers will expire atth UEs, it costs Of(\’ ) to determine the cycle where each UE
next subframe, our packet scheduler will allocate them 0RQe, s its DRX operat|on Fmally, to proport|onally regiisute

RB if their virtual queues are not empty. Finally, the reniragn
RBs of the subframe will be allocated to the UEs with bufferejaf UEs’ startoffsets ove,FL cycles costs CN ) Thus, the

S
data and are with higher channel rate as compared to thatimge three totally cost3(N )+O( ) = O(N-T—Ig).
average channel rates to improve transmission efficiency. '

In the stage three, for each UE, it coétsgfi ) to choose the

Therefore, the time complexity of the TS scheme
. . . [ h h i®(F Nlog N
E. Time Complexity Analysis m(c;u;edOb%j At4j$1 three s(;ages Iz(N J;g V(\)/g r? JTd
. . -O(= - M; - =X). We shou
We analyze the time complexity of the proposed T (F) (ﬂ )+ (W ))S+ ( S)
scheme as follows. In the stage one, it castg"¢ + FV) note that the termMJ, =L and are very small constant

to find the strictest delay for UEand costsO(N log N) values as comparedwo e M, D; , andZ N < N) and the

to sort all UEs’ strictest delays. Then, to determine UE?otaI number of flowsF is usually constant times oF (i.e,
shortDRX-Cycle lengths cost€)(N). Similarly, it costs O(F) = O(N))
O(F™) to find the strictest SRS time for each UE hen, '
to determine UEs’ longDRX-Cycle lengths cost(X). On the other hand, for the proposed packet scheduling
Let F = Y, y(FF 4+ FN) be the total number scheme, it cost®(F - M) to find the stringent data amorig
of flows in the network and thus the stage one totallfows, where each flow cumulates at masgt packets in each
costs (O(X,_; n(FE+FN))+O(NlogN)+O(N)) + subframe. Next, it totally cost9(V) to allocate one RB to the
(el NFN) +O(N)) = O(F + Nlog N). UEs whose InactivityTimers will expire in the next subframe
In the stage two, to sum up the maximum packet siz&nally, it costsO(N log N) to sort N UEs according to the
of UE;’s flows costsO(FF + F}N). Thus, all UEs cost designate priority. Thus, the DRX-aware scheduling scheme
FE)) to determlne all their on-duration lengths. Next, it cost®tally costsO(F - M)+ O(N)+ O(Nlog N) = O(N log N)
) to calculate the expected packet loss raigue toM < N andO(F) = O(N).



TABLE IV
TRAFFIC ADOPTED IN THE SIMULATION[21]-[24].

Scenario Applications Flow Type | QoS Class Traffic Packet Packet
Identifier Bit-Rate | Delay Budget| Loss Rate

SN1 \VoIP (G.711) GBR 1 64 Kbps 100 ms 10~2
(General Traffic) IPTV (H.264) GBR 4 128 Kbps 300 ms 10—6
HTTP/FTP non-GBR 6 169 Kbps 300 ms 10—6
SN2 \oice Surveillance (AMR) GBR 1 12.2 Kbps 100 ms 10~2
(loT Traffic) Video Surveillance (QVGA) GBR 2 20 Kbps 150 ms 10-3
Other IoT Services (e.g. smart meter) non-GBR 6 10 Kbps 300 ms 106

V. PERFORMANCEEVALUATION saving and packet receiving latency. On the other hand, the

In the section, we present our simulation results to vetigy t MTD scheme fixes each UE's cycle length and adjusts their
effectiveness of the proposed scheme. We develop a simuldfictivityTimers based on the predefined SINR-threshadds f
in JAVA language. The system parameters of the simulatfle channel quality identifier (CQljhat they perceive. If the
are listed below. The frame duration is 10ms. The chanrdF S SINR is persistently smaller than the low SINR-thréeho
bandwidth is 10 MHz. Thus, we hav@ = 100 RBs in of the CQI that it perceives, the UE’s InactivityTimer lehgt
each subframe. Fifteen channel qualities are adopted in Wl b€ increased because the UE has a lower CQI which needs
simulation, as shown in Table IIl. Six types of applicationd10re time to receive the incoming data. This can improve
are considered in the simulation. The QoS parameters of thi® UE’s rate satisfaction. Contrarily, once the UE's SINR
applications are shown in Table IV. We also consider thré® Persistently higher than the high SINR-threshold of the
types of UEs which adopt different applications. The fird¢Q! that it perceives, the UE's InactivityTimer length will
type of UEs adopts only one GBR flow. The second type oe de_creased be.cause t_he UE has a hlgh_er CQI_wh|ch needs
UEs adopts only one non-GBR flow. The third type of UELESS time to receive the incoming data. This can improve the
adopts both one GBR and one non-GBR flows. The numbeF 'S sleep efficiency. _ o _
of these three types of UEs are the same. The packet delayVe consider two scenarios with different types of traffic:
is modeled by the normal distribution with a mean of 0 an@eneral traffic (SN1) and IoT traffic (SN2). The general tcaffi
a standard deviation of 0.2 times of a flow's delay budgethich requires higher data rate, includes VolP (G.711)MPT
The channel quality of each UE will vary over time. weH-264), and HTTP/FTP services. The IoT traffic, which
generate the channel condition randomly in each subframe fgquires lower data rate, includes the applications foricud
each UE from Table IIl. Note that the unit to calculate th&Urveillance (AMR), video surveillance (QVGA), and smart
InactivityTimer for our scheme ig = 5 and the basic cycle _meteri_ng. In the following results, the duration of eachexp
is TS = (Dpin) /2. iment is at least 6000 subframes.

We compare our scheme against tbeunter-Driven DRX
(CDD) scheme [16] and th#ultiple-Threshold DRX (MTD)
scheme [17], which are the most relative schemes to the toél'c Packet Loss Rate
of this paper. The rationale &DD scheme is to dynamically We first compare the average packet loss rate under different
adjust each UE’s cycle length to capture the UE’s incomingumbers of UEs. Fig. 2(a) and Fig. 2(b) show the results for
traffic to improve energy efficiency and data receiving laen SN1 and SN2, respectively. In both Fig. 2(a) and Fig. 2(b),
The rationale oMTD scheme is to dynamically adjust eactwe can see that the packet loss rate of most schemes increases
UE’s InactivityTimer to accommodate different CQIs tha¢ thwhen the number of UEs increases. This is because the
UE perceives to maintain energy efficiency while increasimgetwork is getting saturated and it becomes difficult to sell/
the traffic rate satisfaction. Specifically, tt@DD scheme UES’ packets under the consideration of packet delay bgdget
adjusts each UE’'s cycle length based on two predefinétie CDD scheme incurs the highest packet loss rate because
counters and two thresholds. Thus, if the UE consecutivatyonly adjusts DRX cycles for UEs but neglects to tune
wakes up but does not receive the data delivered from ttieir InactivityTimers. Once the UE’s packet delay budget
eNB, the first counter of the UE is increased. Otherwise, tli® used up at the middle of its cycle, the UE will fail to
UE resets its first counter. Once the UE’s first counter reacheceive the packet. On the other hand, tMd@D scheme
the predefined threshold;, 7, the UE enlarges its cycle lengthhas the lower packet loss rate because the UEs can adjust
to improve its sleep efficiency because the incoming trafftbeir InactivityTimers when they are under different chainn
for the UE seems sparse. Contrarily, if the UE consecutivetpnditions. It is important to note that our scheme outpenfo
wakes up and receives the data from the eNB, the secasttier schemes. The packet loss rate of our scheme is even
counter of the UE is increased. Otherwise, the UE resdtsver than10~7 when the network is saturated (i.e., 400 UEs
its second counter. Once the second counter reaches ith8N1 and 1000 UEs in SN2). This is because our scheme can
predefined threshol®¥;, ;, the UE decreases its cycle length tmptimize UES’ Inactivity Timers according to their targetgiet
reduce the packet receiving latency. Note that in the sitiimla loss rates and cooperate with the DRX-aware scheduling to
we chooseMyr = 10 and Nyg = 15 for CDD, which serve the urgent data first to fully utilize the resource. Shu
is recommended in [16] for the best performance on enertie packet loss rates of UEs can be exactly guaranteed.
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B. Jitter CQI and thus the UEs can receive more packets even if they

We then measure jitter under different numbers of UEStay in a bad channel condition. We should note that our
where jitter is defined as the standard deviation of pack&theme performs the best. The satisfaction ratio of oumsehe
delivery latency [25]. Fig. 3(a) and Fig. 3(b) show the résulis still 1 when the number of UEs is 400 in SN1 and 1000 in
for SN1 and SN2, respectively. In Fig. 3(a) and Fig. 3(b), theN2, respectively. This is because our scheme can optimize
CDD scheme andMTD scheme have higher jitter becaus®RX parameters in terms of cycle length and InactivityTimer
CDD increases UE’s cycle lengths if UEs do not receive thdased on the network traffic load, and cooperates with a DRX-
packets (due to dropped) aMTD assigns InactivityTimers aware scheduler to serve the UEs with high channel quality
for UEs disregarding the network traffic load, thus the lugffe to improve their rate satisfactions.
packets have to wait until the next on-duration comes, which
results in longer delivery latency. We should note that ow. Average Sleep Ratio

scheme outperforms other schemes in most cases. ThiS iy then evaluate the average sleep ratio under different
because our scheme can optimize the InactivityTimers by mpers of UEs. Fig. 5(a) and Fig. 5(b) show the results
giving longer InactivityTimers for UEs when the net\./vorlﬁeor SN1 and SN2, respectively. As shown in Fig. 5(a) and
traffic load becomes heavy. Thus, the UEs can receive g 5 the sleep ratio of our scheme decreases when the

target packets earlier, as compared to other schemes. number of UEs grows, because our scheme extends UES’
wake-up periods to guarantee their QoS when the network
C. Rate Satisfaction Ratio traffic load becomes heavy. Contrarily, the sleep ratio ef th

Next, we investigate the average rate satisfaction rat?oD D scheme increases when number of UEs increases. This

of UEs, which is defined by the amount shtisfied rate IS becauseCDD neglects the UES’ QoS satisfaction. Note

: . . hat theMTD scheme has a lowest sleep ratio because this
including GBR and non-GBR flows in the UE) over the totatl : L
( 9 ) heme adjusts InactivityTimers of UEs only based on UEs’

;‘asm10’ uir:t:ql;ggrsnlggi ;ﬁfssgy]: eL:nEeS ' C\;v:i:‘]ézzs?ﬁ;aggzgf;at SQI which is independent with the network traffic load (i.e.,
required rate of UEs. Fig. 4(a) and Fig. 4(b) show the resu & number of UEs).

for SN1 and SN2, respectively. As can be seen, all schemes )

have a rate satisfaction ratio of 1 when the number of UiEs Power Consumption

is less than 40 in SN1 and 200 in SN2, respectively, because€Consequently, we measure the average power consumption
the network is under non-saturated. TBBD scheme incurs of all schemes under different numbers of UEs, where the
the lowest rate satisfaction when the number of UEs is larggE’s power consumption is modeled according to [26] and
than 80 in SN1 and 300 in SN2, respectively, because tliisistrated in Fig. 6. Fig. 7(a) and Fig. 7(b) show the result
scheme loses lots of packets, especially for those timeeawfor SN1 and SN2, respectively. As can be seen, the power
surveillance data, which will not be retransmitted. On ttieeo  consumption of our scheme increases when the number of
hand, theMTD scheme has better rate satisfaction because tHEs increases. This is because UEs need more wake-up
MTD scheme assigns InactivityTimers for UEs based thdime to receive their data to guarantee their QoS when the
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number of UES number of UEs 1072). The type-4 and type-5 UEs have different packet loss
(@) SN1 (General Traffic) (b) SN2 (loT Traffic) rate (i.e.,10~2 and 10~%) but with the same packet delay
budgets (i.e., 100 ms). We conduct the observation through

Fig. 7. The impact of number of UEs on power consumption imades , .
SN1 and SN2. the proposed scheme to guarantee UES’ QoS. Fig. 8 shows the

sleep ratio results of all types of UEs. We can see that type-
3 UEs have the highest sleep ratio because their flows have

L - I r nstraints (i.e., a larger k I
network resource is insufficient. On the other hand, the |DOV\1$OS€ QoS constraints (i.e., a larger packet delay budgeea

: igher required packet loss rate). Next, the sleep ratigpd-t
consumption of th&&DD scheme decreases when the numb(%LUES is slightly lower than that of type-3 UEs because each

Of. UEs Increases, because the UEs enlarge their cycle bf‘q pe-2 UE has one flow with a shorter packet delay constraint.
without considering QOS' Finally, the power consumpt!o pen, the sleep ratio of type-1 UEs is lower than that of type-
of the MTD scheme is stable because this scheme adjusts;co o aise all of type-1 UEs’ flows have lower packet
InactivityTimers of UEs independent with the network trtaffidelay budgets. We should note that the sleep ratio of type-2
load. UEs is close to that of type-1 UEs but not close to type-3
UEs’, because the DRX mechanism enforces each UE to have
F. Observations on Sleep Ratio of UEs with Multiple Flowsonly one cycle length and thus all flows of each UE are with

We now investigate the impact of the flows with different COMmon cycle length limited by the strictest delay budget
QoS parameters in the same UE on the sleep ratio perf3f-the UE (i.e., 100 ms in this case). Thus, if the UE has a
mance. This is conducted especially for 10T scenarios kecafloW With a higher delay budget, it can not have a longer sleep
an 10T device may report different data via different flowg€riod due to the limitation. Consequently, we can see tret t
according to different applications such as audio and vidl£€P ratios of type-4 and type-5 UEs are lower than that of
surveillance. In this observation, we consider five typeses YP€-1 UEs because they require stricter packet loss rate (i

and each UE adopts two flows with different QoS paramete]rg_ﬁ)' Note that the sleep ratio of type-4 UEs is close to that
listed in Table V. In particular, the type-1, type-2, andey® of type-5 UEs because the DRX mechanism enforces each UE

to have a fixed InactivityTimer and thus all flows in the UE are
with a common InactivityTimer limited by the strictest patk

TABLE V loss rate of the UE (i.e.]0 ¢ in this case). This strongly
TRAFFIC ADOPTED FOR OBSERVATIONS .
hurts the performance on energy saving because the UEs have
UE Type | Flow Type | Traffic Packet Packet to adopt the longest InactivityTimer of their flows even if it
BitRate | Delay Budget| Loss Rate has completed to receive the packet of such flows.
1 GBR 12.2 Kbps 100 ms 10~ 2 : :
GBR 12.2 Kbps 100 ms 10-2 Based_ on abqve_,- e_xperlments and observations, we could
2 GBR 12.2 Kbps 100 ms 10-2 summarize the limitations of the current DRX mechanism as
GBR 12.2 Kbps 300 ms 10—2 follows. First, the current DRX supports only single cycle
3 ggE igg EBPS ggg ms 18_2 length and single InactivityTimer. Once the UE has the flows
. ps ms - . . .
7 GER 12.2 Kbps 100 ms T0=2 with dlﬁereqt delay budgets, tr_\e UE has to wake up in eac_h
GBR 12.2 Kbps 100 ms 10-6 cycle even if the UE has received the packets completely in
5 GBR 12.2 Kbps 100 ms 10-° previous cycles. In addition, during the wake-up period th
GBR | 122Kbps| 100 ms 107° UE has to wait for the timer expiring even if it has no data




to receive. Second, the DRX mechanism enforces each Ug
to wake up and sleep only one period during a cycle. Thus,
if the next data arrival of the UEs is far from the previous
data arrival, the UE has to keep awake until the next dgta)
arrives. Above limitations would harm the performance on
power saving. For future loT applications, we may suggest thl]
standard to support multiple cycle lengths and multiple evak
up/sleep patterns for each UE. Thus, the UE has the flows
with different delay budgets that can be modeled by multiplgz]
sleep patterns which can best fit the traffic characteristic i
the UE. So, the UE can wake up according to these patterns
precisely. In addition, a special indicator is expectedtfe ;3
eNB to notify UEs to go to sleep immediately. This can reduce
the idle wake-up period caused by waiting for Inactivity &m
expiring. By above suggestions, we think it can make UEQA]
sleep behaviors more flexible and more efficient.
[15]
VI. CONCLUSIONS

In this paper, we addressed the DRX optimization problem
which considers the QoS requirements of 10T applications [ts]
LTE-A networks. An efficient three-stage scheme and a DRX-
aware packet scheduling method are proposed to tackle
problem. By balancing the impacts between QoS parameters
and DRX configurations, simulation results have verified our
schemes. It has shown that our schemes can fully guarar{
UESs’ QoS requirements in terms of packet loss rate, packet
delay, and traffic bit-rate while saving considerable powé#°]
consumption of UEs. For future work, we will investigate th?zo]
performance bounds of the standard. In addition, the flexibl
DRX schemes will also be studied. [21]
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