
24 IEEE TRANSACTIONS ON INFORMATION FORENSICS AND SECURITY, VOL. 2, NO. 1, MARCH 2007

A New Steganographic Method for Data
Hiding in Microsoft Word Documents
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Abstract—A new steganographic method for data hiding in Mi-
crosoft Word documents by a change tracking technique is pro-
posed. The data embedding is disguised such that the stegodocu-
ment appears to be the product of a collaborative writing effort.
Text segments in the document are degenerated, mimicking to be
the work of an author with inferior writing skills, with the secret
message embedded in the choices of degenerations. The degener-
ations are then revised with the changes being tracked, making
it appear as if a cautious author is correcting the mistakes. The
change tracking information contained in the stegodocument al-
lows the original cover, the degenerated document, and, hence, the
secret message to be recovered. The extra change tracking infor-
mation added during message embedding is vital in a normal col-
laboration scenario, and so hinders ignorant removals by skeptics.
Experiments demonstrate the feasibility of the proposed method.

Index Terms—Stegodocument.

I. INTRODUCTION

STEGANOGRAPHY is a study of techniques that embed se-
cret information imperceptibly into a cover medium for the

purpose of security protection or covert communication. Most
of the research concentrated on images, audios, and videos as
cover media [1]–[5]. Imperceptibility of data hiding is com-
monly achieved by exploiting the weaknesses of the human au-
ditory and visual systems, using the techniques of, for example,
changing the least-significant bits of the pixels of a cover image
to embed information [6], or shifting lines, words, or characters
by a small amount in an image containing text [7]. Other works
hide information by adding redundant data, or making use of al-
ternative representations of electronic data. For example, hidden
information can be added in a text document by adding tabs and
spaces at the end of the lines. Also, the different combinations
of the color palette entries in a GIF image [8] can be used to
embed secret data into the image file.

In this paper, a new steganographic method is proposed in
which data embedding is disguised to be the product of a collab-
orative document authoring effort. That is, the stegodocument
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Fig. 1 Screenshot of Microsoft Word in a case of collaborative document au-
thoring.

is made to appear to be the work of multiple authors. To facili-
tate communication of the authors during the collaborative doc-
ument authoring process, the word processor records the exact
modifications by an author and embeds the ways of revision
as change tracking information into the document. From such
change tracking information, we can discern the exact changes
made by a prior author, and can recover a prior version of the
document if necessary. Fig. 1 shows an example of the collab-
orative document authoring process in Microsoft Word, where
an author is modifying a document and the word processor has
tracked the author’s modifications. The modifications by the au-
thor are clearly marked, with the deleted words stroked-through
and newly inserted text underlined. Formatting changes are dis-
played as comment bubbles at the right-side margin of the page.
Each collaborating author can accept or reject individual or all
modifications made by another author. It is a common practice
for a collaborating author to review and then accept or reject
each modification in a document first before performing his or
her own corrections.

The basic idea of the proposed method is to degenerate the
contents of a cover document to arrive at another document

by embedding a secret message in during the transfor-
mation process, as shown in Fig. 2. The degeneration introduces
errors into the degenerated document such that the degener-
ated document appears to be a preliminary work by a virtual au-
thor , which is to be revised later by another author . A ste-
godocument is then produced from by revising back to

with the changes being tracked, making it appear as if author
is correcting the errors in . On the other hand, by making

use of the change tracking information in the stegodocument ,
a recipient of can easily recover the original document
as well as the degenerated document from both of which the
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Fig. 2 AuthorA sends a stegodocument S with an embedded messageM to a
recipientB after embeddingM into a cover documentD to formS that appears
to be the collaborative product of multiple authors A and A .

embedded information can be extracted. We have chosen Mi-
crosoft Word documents as cover media, which provide change
tracking facilities to materialize the proposed method. Commu-
nications via Word documents are commonplace for personal,
business, or academic purposes these days, so transmissions of
such documents will not be under close scrutiny. We note that
any other document format that offers change-tracking facili-
ties can also be used. For example, the OASIS open document
format, which has become increasingly popular, can also be
used for data hiding using the proposed method.

To the best of our knowledge, this paper is the first published
work both on steganography in Microsoft Word documents and
also on disguising for the steganographic purpose using collabo-
rative writing. In the remainder of this paper, related works and
merits of our approach over them are discussed in Section II.
The proposed method is described in detail in Section III, fol-
lowed by the description of a prototype implementation and the
experimental results in Section IV to demonstrate the feasibility
of the proposed method. In Section V, we discuss security con-
siderations and, finally, in Section VI, we conclude with some
suggestions for future works.

II. RELATED WORKS

Most of the works cited in the introduction use the technique
of modifying a cover medium to embed information. This type
of data hiding generally assumes that the cover medium used
is unknown to an adversary, or otherwise, the discrepancies be-
tween the cover medium and the corresponding stegomedium
will arouse suspicion. On the other hand, the proposed method
provides legitimate cases in using a known cover document. For
example, an already published document that is collaboratively
authored can be used as a cover document. The stegodocument

appears to be the version of the paper before change tracking
information removal and submission for publication. The trans-
mission of by one of the collaborating authors to another au-
thor, a colleague, or a supervised student of the author is rea-
sonable. A colleague or a student receiving the document con-
taining the change tracking information can learn of the mis-
takes made by a colleague and the appropriate corrections to be
made thereof.

Linguistic steganography methods that generate the cover
text directly, such as the forecast generator [9] and the Spam-
Mimic spam generator [10], do not have the known cover

problem. However, the text produced using these methods is
often implausible to a human reader.

Linguistic steganography methods that manipulate a cover
text using substitutions or syntactic transformations [11] pro-
duce more innocuous text, but are still often detectable by a
human reader due to the inherent difficulties in natural-language
processing and understanding. Many of the prior techniques,
however, can be used to a greater effect in the proposed method
in degenerating a cover document to another . The incon-
sistencies and errors in are more tolerable in this setting be-
cause is disguised to be the draft work of an inferior author.

The proposed method addresses the issue of producing plau-
sible text by disguising the degenerated text as the draft work of
an inferior author. Translation-based steganography [12], on the
other hand, uses the expected errors in the translation process,
especially in machine translation, to solve the issue of producing
implausible text. That is, information is hidden in the noise that
occurs in language translation. In cases where sending imper-
fect translations to a colleague are reasonable, the stegodoc-
uments resulting from translation-based steganography are in-
conspicuous. Furthermore, an improved technique proposed in
[13] avoids the transmission of the original text and, hence, does
not have the known cover problem. The translation-based ap-
proach, however, may be vulnerable to active attacks. In fact,
most of the proposed steganography techniques that embed se-
cret information in the subliminal channel of a cover medium
are vulnerable in the presence of an active warden. In the active
warden attack model, it is assumed that the adversary, Wendy,
is allowed to introduce subtle modifications to passing stego-
objects between Alice and Bob, as long as the modifications
do not interfere with normal communications between them.
Specifically, if Alice sends to Bob a stegotext produced using
the translation-based approach, Wendy can choose to lend a
“helping” hand by correcting obvious errors in a translation and,
thus, obliterate the hidden message. Similarly, if information is
hidden in HTML files by adding useless spaces and line breaks
[14] or by changing the case of letters in the tags [15], Wendy
can simply remove all redundant spaces or alter all letters in the
tags to be lowercase in a passing HTML file because she is cer-
tain such actions will not affect normal communications, while
any information that could have been hidden in the file will be
removed. In contrast, the proposed method embeds secret data
in the change tracking information, with the degenerated text
and the corresponding revised text intended for the recipient to
see as is, and will thus not be tampered with ignorantly.

III. DATA HIDING BY CHANGE TRACKING TECHNIQUES

In the proposed steganographic method, a binary secret mes-
sage is embedded inside a cover document to obtain a
stegodocument . The embedding process is divided into two
stages, the degeneration stage, and the revision stage, as shown
in Fig. 2. The cover document is partitioned into text seg-
ments , and , and each segment is either kept
unchanged or degenerated into a new version during the degen-
eration stage to arrive at a degenerated document containing
degenerated text segments . The secret message
is embedded during the degeneration process. In the revision
stage, each previously degenerated text segment is revised
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back to with the revisions being tracked by using the “Track
Changes” feature of Word, resulting in a final stegodocument

consisting of revised text segments and . Here,
each includes its original text segment and the associated
change tracking information. Message extraction from the ste-
godocument is basically an inverse process of the message
embedding process. For the remainder of this section, the de-
tails of message embedding and extraction will be described.

A. Message Embedding

In the degeneration stage, a subset of the text segments in a
cover document are degenerated such that the degenerated
document seems to be a draft version of created by some
author, to be revised later by another author.

A type of degeneration is to introduce common spelling mis-
takes and typos. For example, we may degenerate the words ac-
cidentally, influential, paid, remuneration, and weather to ac-
cidently, influencial, payed, renumeration, and wether, respec-
tively. Such errors are commonly made by a careless author,
making the existence of the errors and the corrections of them
in a stegodocument innocuous. Another type of degeneration is
to make use of words frequently confused with each other. Some
examples of pairs of such words and their mixed-up versions are
advice/advise, aisle/isle, and complement/compliment. Specif-
ically, we can degenerate, for example, a text segment
“advice” in the cover document into “advise” by using the
pair of words advice/advise.

There are also many other types of degenerations, such as
synonym replacements [16], syntactic transformations such as
passivization and clefting [17], and techniques from linguistic
steganography studies. As mentioned previously, the use of
existing degeneration techniques in the proposed framework
makes the resulting imperfect text less conspicuous.

In general, we define a degeneration set to be the ordered
set of possible degenerated text segments for a text segment .
We use the notation to denote the th element in ,
and the notation to denote the probability of oc-
currence for . The probabilities of occurrences are used
during message embedding so that the system prefers substitu-
tions that occur commonly and, thus, produces a more natural
stegodocument. It is noted that , where

, the size of .
During the proposed message embedding process, a subset

of the text segments in the cover document is degenerated. The
indices of the chosen text segments are called the embedding
places, denoted as a set by , where is
the number of text segments degenerated and
for . With the previously defined notations, the
text segments , are individually degenerated to be

, with the degeneration indices de-
pendent on the message being embedded.

The message is treated as an -bit bitstream
, where each is a bit. A message length header

is added in front of and strings of random 0’s and
1’s are padded to the end of as being necessary during
the message embedding. That is, we embed into the cover
document the bitstream ,

with being the message length header with
the value , and being the padding bits that are selected
randomly. The communicating parties should agree on the
magnitude of beforehand, such that it can accommodate
the longest message that is to be communicated between the
parties. The message is usually encrypted first before message
embedding for enhanced security.

The message bits are embedded using Huffman coding at
each embedding place in a way that is similar to that proposed
by Wayner [18]. The previously mentioned probabilities of oc-
currences of are used to assign variable-length Huffman
codes to different degenerations. Shorter Huffman codes are as-
signed to degenerations with higher probabilities of occurrences
and longer ones to those with lower probabilities of occurrences.
A degeneration with a shorter Huffman code is more likely to
match the message bits being embedded and, hence, more pos-
sibly to be selected as the choice of degeneration. The details of
the message embedding process are presented in the algorithm
below.

Algorithm 1: Message Embedding by Text Degeneration
and Revision

Input: a cover document partitioned into text
segments ; a message to be embedded

; and a
secret key .

Output: a stegodocument .

Steps:
1) Initialize the set of embedding places to be empty.
2) Define an index pointing to the position of the

message bit which we are currently encoding, with
initial .

3) Select an embedding place randomly using such
that is in the range of and not in the set ;
and then add to .

4) Construct as follows a Huffman tree for the text
segment with degeneration set of size .

a) Create leaf nodes , and assign a
weight of to node for all

.
b) Initialize a set to contain all of the leaf nodes

.
c) Find in the node with the minimum weight

and the node with the second smallest
weight ; and then remove and from .

d) Create a new node with weight , and
assign as its left child and as its right child.

e) If is empty, then tree has been constructed
and take as its root; else, add node to and
go to Step 4c).

5) Degenerate text segment to be , where
the degeneration choice is determined as follows.

a) Starting from the root of tree , traverse to the
left child if is 0 or to the right child if is 1.

b) Increment and continue node traversal in a
similar way until a leaf node is reached.
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c) Take the index of as the desired degeneration
choice.

6) Repeat Steps 3) through 5) until the entire message has
been embedded, that is, until .

7) Revise each previously degenerated text segment
back to with the revisions made being tracked to
yield stegotext segments for all in .

We note that the proposed embedding procedure is generic
with no restriction imposed on the elements in a degeneration
set . In our experiments, we used a common English errors
database, a synonym database, and a collection of real-world
collaboration editing entries to construct the degeneration data-
base.

As an example, suppose that the degeneration set for
“An illustrative example is shown,” contains the entries

“An illustrative example is shown.” “The illustrating example
is shown,” and “An illustrating example is shown.” The text
in the document is degenerated to one of the three choices
depending on the message being embedded. If the occurrence
probabilities of the three entries are , and , respec-
tively, then Steps 4) and 5) of Algorithm 1 will effectively
assign Huffman codes of 1, 00, and 01, respectively to the en-
tries. In the case that the message to be embedded is 00, will
be degenerated as “The illustrating example is shown.”
Finally, is revised back to with the changes being tracked to
yield the stegotext “The illustratingAn illustrative example
is shown.”

B. Message Extraction

The change tracking information included in the stegodoc-
ument allows simple recovery of the original document
and the degenerated document , from both of which the em-
bedded message can be extracted. The proposed message ex-
traction method is described in the following algorithm.

Algorithm 2: Message Extraction

Input: a stegodocument and a secret
key .

Output: the extracted message
.

Steps:
1) Recover the original documents

and the degenerated document
from using the change tracking information and the
related operations provided by Word.

2) Initialize the set of embedding places to be empty.
3) Define an index pointing to the position of the

message bit which we are currently decoding, with
initial .

4) Select the same embedding place as that in message
embedding using and .

5) Construct a Huffman tree with leaf nodes
for the text segment with a

degeneration set of size using the same steps
described in Algorithm 1.

TABLE I
OCCURRENCE PROBABILITIES AND HUFFMAN CODES FOR

ENTRIES IN A DEGENERATION SET OF TRAVEL

6) Determine the choice of degeneration such that
.

7) Decode the message bits encoded in in the following
way:

a) Starting from the root of the tree , traverse it to
the leaf node and note the path traversed.

b) Analyze the path traversed, and set to be 0 if
the path goes down a left child; or to be 1 if the
path goes down the right. Increment the value of
for each child traversed.

8) Repeat Steps 4) through 7) until the entire message has
been extracted, that is, until .

As an example, given a revised text segment
“movetravel,” we can recover the original and the degen-
erated text segments to be “travel” and “move,”
respectively. Suppose that the degeneration set contains
the seven entries go, travel, trip, journey, jaunt, locomote, and
move, with the respective probabilities of occurrences as shown
in Table I. The respective Huffman codes for the entries as con-
structed in Algorithm 2 are also shown. Since the degenerated
text segment is “move,” we can conclude that the bits “111”
were previously embedded.

IV. EXPERIMENTAL RESULTS

The proposed methods were implemented using Microsoft
C#.NET and Microsoft Office 2003, and the automation tech-
nique provided by Microsoft [19] was used to manipulate Word
documents. The degeneration sets were constructed by using
public linguistic databases as well as real past collaboration
editing files kept by the second author.

The first degeneration database was constructed by using en-
tries from the list of common errors in English compiled by
Brian [20]. We filtered out entries that are automatically cor-
rected by Microsoft Word by its AutoCorrect feature (such as
parallelled, therefor, etc.), as these are unsuitable candidates for
degeneration. Table II summarizes the resulting database used,
which contains 760 degeneration sets in total. We have included
the text itself in the set , such that if it is chosen as the de-
generation choice, the text is effectively not degenerated.

We have also utilized the WordNet 2.1 lexical database
[21] to obtain sets of synonyms for the degeneration purpose.
The occurrence probabilities of the entries in for both the
common English errors and the synonyms are estimated by
making use of the Google SOAP Search API [22]. Specifi-
cally, we query the Google web index to get the approximate
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TABLE II
SUMMARY OF COMMON ENGLISH ERRORS DATABASE USED AS R

TABLE III
OCCURRENCE PROBABILITIES AND HUFFMAN CODES

OF STUDY AND ITS SYNONYMS

number of web pages that contain an entry in . After the
occurrences of each entry in are determined, the occurrence
probabilities for the entries can be calculated. As an example,
for “study,” we use WordNet to find its synonyms “report,”
“subject,” “work,” “field,” “discipline,” “sketch,” “bailiwick,”
and “Cogitation.” Table III shows the occurrence probabilities
and the resulting Huffman codes for these words. We have also
collected files of the second author’s editing of his students’
works, including 157 thesis chapters and 20 journal and confer-
ence papers in recent years. The collaboration editing entries
were collected by first identifying sentences in the documents
that contain change tracking information. The text before and
that after editing were then extracted, and identical starting and
ending phrases in the two text segments are trimmed away so
that the entry can be more widely applicable. Finally, we group
the entries according to the text after editing. The database
constructed using these real-life collaboration entries is then
used during the degeneration stage. The degenerations made
by using this database are realistic and the resulting stegodocu-
ments are indistinguishable from a real collaborative document.
For simplicity, we name the common errors in English data-
base, the synonym database, and the real collaboration entries
database as databases 1, 2, and 3, respectively.

Fig. 3 shows some extracts of the stegodocuments produced
using the proposed method. The stegodocuments shown in the
left column are produced by using a combination of databases
1 and 3, while those on the right are produced by using a com-
bination of databases 1 and 2. We observe that the ways of de-
generations are distinctively different when using the different
databases.

Fig. 3 Extracts of stegodocuments produced using Algorithm 1. Stegodocu-
ments on the left were produced by using databases 1 and 3; while those on the
right were produced by using databases 1 and 2.

We conducted a set of experiments to quantitatively measure
the message embedding capacity of the proposed method when
using the above databases. We have selected five theses and
seven journal and conference papers as the test documents. The
numbers of words and sentences of the documents are listed in
Table IV. The maximum message length embeddable for a doc-
ument is message dependent due to the Huffman coding used
in the message embedding. In this set of experiments, we em-
bedded random 0’s and 1’s into all embeddable places in the
test document and repeated the embedding ten times for each
test document. The average bits embeddable for each document
and the average file size of each document after embedding are
shown in Table IV. We also measured the embedding bit rate,
that is, the number of bits embedded for each bit of the docu-
ment. On average, 0.33 b can be embedded into each word and
5.42 b can be embedded into each sentence when using a com-
bination of databases 1 and 2, and 0.07 b per word and 1.19 b
per sentence can be embedded when using a combination of
databases 1 and 3.

The embedding capacity is higher when using databases 1
and 2 because the WordNet database used produced many syn-
onyms for a text segment. The embedding capacity of the pro-
posed method by using the synonym database is lower than other
works that hide by using direct synonym replacements. For ex-
ample, [23] achieves an embedding bit rate of about 250 to 1.
This is mainly due to the overhead in storing Microsoft Word
documents. To increase the message embedding capacity, we
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TABLE IV
EXPERIMENTAL RESULTS OF MESSAGE EMBEDDING CAPACITY

can use a larger degeneration database that contains more degen-
erations. Alternatively, we can simply compress the stegodocu-
ment because Word documents can sometimes be compressed
effectively and it is normal to send zipped documents.

V. SECURITY CONSIDERATIONS

In the proposed method, the degeneration sets and the key
used are agreed upon by the sending and receiving parties
beforehand. The degenerations in the degeneration database
should model realistic errors to counter visual steganalysis.
Our way of using existing collaboration data as conducted in
our experiments described previously can achieve this purpose.
Specifically, an adversary inspecting a stegodocument yielded
by our experiments could not tell whether it is really an actual
author making the mistakes, or whether the mistakes are intro-
duced for the steganographic purpose by using the proposed
method.

Next, it is noted that the proposed approach is robust against
statistical steganalysis [24] because the degenerations are
chosen according to their occurrence probabilities, resulting in
the occurrence frequencies of degenerations in a stegodocument
being in line with those of normal documents. To ensure the
statistical properties of the degenerations of a stegodocument
to be as close to that of a normal document, we can encrypt
the message first before embedding so that the bits of the
encrypted message are randomly distributed. Nevertheless,
there is still a chance for the statistics of the degenerations to
stray away from that of a normal document. To ensure maximal
statistical coherence, we can alter the occurrence probabilities
of the degenerations appropriately during message embedding.
For example, we can halve the occurrence probability of a
degeneration after it has been chosen so that it is less likely
to be chosen later again, thus achieving the desired statistical
coherence with a normal document.

In addition, to ensure that the scheme is as inconspicuous
as possible to adversaries, the degeneration database used
should only be known by the communicating parties. This
can be achieved, for example, by using an evolving degener-
ation database, that is, we modify the degeneration database

dynamically when normal collaboration documents are trans-
mitted between the parties. One way to implement this idea
is for the communicating parties to add into the degeneration
database a key-dependent subset of the degenerations derived
from collaboratively working on a normal document. In this
way, an adversary cannot determine the exact contents of the
degeneration database being used. Alternatively, a sender,
after having embedded information in a stegodocument using
the proposed method, may manipulate the unused portions
of the stegodocument to include degenerations outside their
agreed degeneration database to mislead adversaries. The extra
degenerations so introduced are assumed to be ignored by the
receiver.

VI. CONCLUSION

A new steganographic method for data hiding in Microsoft
Word documents has been presented in this paper. The data em-
bedding is disguised such that the stegodocument appears to
be the product of a collaborative writing effort. Information is
embedded in the degeneration stage of document transforma-
tion with steganographic effects. The degeneration stage intro-
duces different degenerations mimicking an author with infe-
rior writing skills, with the secret message embedded in the
choices of degenerations using Huffman coding. The proposed
message embedding and extraction methods have been imple-
mented, proving the feasibility of the proposed method.

The proposed change tracking technique for the steganog-
raphy purpose is special in that the modifications made during
embedding are essential information that is not to be tampered
with ignorantly. On the contrary, methods that are based on re-
dundant or unused information, imperceptibility, or alternative
representations, are vulnerable against an active warden, who
can process all suspects without affecting normal cases of us-
ages. The degeneration database should contain realistic and
evolving degenerations, such that the warden cannot distinguish
between legitimate collaboration cases and covert communica-
tion cases.

Future work can investigate using arithmetic coding instead
of Huffman coding in data embedding [25] for improved em-
bedding capacity. Other data-hiding methodologies based on
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disguising under collaborative efforts are open future research
topics. In particular, data hiding in source code versioning using
the CVS is an interesting future work.
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