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Abstract—The conventional generalized Hough transform (GHT) is useful for detecting or locating
translated 2-dimensional (2D) object shapes. However, a weakness of the conventional GHT is that a
brute force approach is usually required to handle shape scaling and rotation, resulting in the use of a
4D Hough counting space (HCS). A new version of the GHT, called scale- and orientation-invariant
GHT (SOIGHT), is proposed to remove this weakness. The improvement is based on the use of half
lines and circles to replace the displacement vectors used in the conventional GHT for cell value
incrementation. The required dimensionality of the HCS for the SOIGHT is reduced to 2D so that the
storage and computation requirements for cell value incrementation and maximum detection in the HCS
can be reduced effectively. Some experimental results are included to demonstrate the applicability of

the proposed SOIGHT.
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Point spread function

1. INTRODUCTION

The Hough transform is useful for detecting or locat-
ing straight lines or analytic curves.(" In reference
(4), a generalized version of the Hough transform,
called the generalized Hough transform (GHT), was
proposed for detecting arbitrary 2-dimensional (2D)
object shapes. It has been used in many applications
of computer vision, such as shape detection and
recognition, image registration, etc.

The GHT is good for detecting 2D object shapes
with specific orientations and scales. In the GHT
process, a 2D Hough counting space (HCS) con-
sisting of an array of cells is required for cell value
incrementation and maximum cell value detection.
However, when the orientation and scale of an input
shape is variant and unknown in advance, brute
force is usually employed to enumerate all possible
orientations and scales of the input shape in the GHT
process. This requires two more dimensions for the
HCS, resulting in the use of a 4D HCS and so the
requirements of excessive storage and long com-
putation time.

To overcome these problems, Davis® proposed a
line-segment based GHT in which line segments
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instead of edge points are employed as the basic
processing units in the GHT. In reference (6), line
segments are also used as the basic units for mul-
ticlass object recognition. In a similar way, local
classification of the instances of detected contours is
performed before the GHT process in reference (7).
The implementations of these approaches are com-
plicated since local classifications of subpatterns are
not easy. It is also difficult to obtain the desired
subpatterns in an input image accurately, especially
when noise is present. When the segmentation of
the extracted subpatterns is poor, the object shapes
cannot be detected or located correctly.

In this paper, two new cell value incrementation
strategies, one scale-invariant (SI) and the other
orientation-invariant (OI), are proposed first to over-
come the problems caused by the scale and the
orientation variations of input shapes. And by a
combination of these two incrementation strategies,
a scale- and orientation-invariant (SOI) cell value
incrementation strategy which can be used to handle
both scale and orientation variations is proposed. By
using these incrementation strategies, the brute force
approach to handling the scale and orientation vari-
ations of input shapes can be avoided. Only two
parameters of the x- and y-translations are required
in the new strategies so that the HCS is reduced to
2D. The storage and computation requirements
can thus be reduced effectively. Furthermore, for
the proposed incrementation strategies, point spread
functions (PSFs)®?) are employed to replace the
reference tables used in the conventional GHT. The
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use of the PSF can also shorten the amount of pro-
cessing time for cell value incrementation.

More specifically, in the proposed SI cell value
incrementation strategy, instead of incrementing the
values of the cells which are pointed to by the dis-
placement vectors of the reference table as in the
conventional GHT, the value of each cell passed
through by the half line along a displacement vector
is incremented. And in the proposed OI cell value
incrementation strategy, circles instead of half lines
are used for overcoming the effects caused by
changes of input shape orientations. Finally, the
proposed SOI cell value incrementation strategy
includes two stages. First, the SI version of the PSF
(SI-PSF) is generated. Next, by applying the OI cell
value incrementation strategy to each of the non-
zero votes in the SI-PSF, the SI-PSF can be trans-
.formed into the desired SOI-PSF.

By using the proposed SOI cell value incrementa-
tion strategy, a new version of the GHT, called
scale- and orientation-invariant GHT (SOIGHT), is
proposed. Since the required HCS is reduced to
2D, the computation requirement of the maximum
cell value detection step in the SOIGHT can also be
reduced. In addition, for each edge point in an input
image, the maximum amount of required processing
time for cell value incrementation operations is pro-
portional to the size of the input image and is less
than that of the conventional GHT. Thus the total
computation complexity of the proposed SOIGHT
is reduced greatly when compared with that of the
conventional GHT.

Like the conventional GHT, the location of the
cell with the maximum value in the HCS can be
found out by the proposed SOIGHT as the desired
location of the object shape. This location result is
enough for use in certain shape detection appli-
cations. However, the scale and orientation of the
detected object shape cannot be found directly by
the proposed SOI cell value incrementation strategy.
For cases where the shape scale and orientation are
also desired, one method of solving this problem is
also proposed.

This paper is organized as follows. In Section 2,
the conventional GHT is reviewed. In Section 3, the
proposed SI, OI and SOI cell value incrementation
strategies are described. Section 4 includes the pro-
posed SOIGHT. Experimental results are given in
Section 5. Concluding remarks are given in Section
6.

2. A REVIEW ON CONVENTIONAL GHT

2.1. Hough counting space

To use the conventional GHT for detecting an
arbitrary object shape (also called a template shape
in the sequel) in an input image, it is necessary to
setup a 4D HCS H(X,, Y,, S, ©), where (X,, Y)) is
a translation vector with respect to a reference point
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of the object shape and describes the location of the
object shape in the input image, S describes the scale
factor of the shape, and © specifies its orientation.
In the proposed SOIGHT, only a 2D HCS T(X,, Y,)
is required. In this study, the centroid of an object
shape is always used as the reference point of the
shape.

Generally, an array of cells constitutes the HCS,
in which each cell has a value specifying the possi-
bility that the reference point of the object shape to
be detected is located at the cell. When there exists
a cell whose value exceeds a certain threshold and is
the maximum in the HCS, then the object shape is
said to be detected at the location of the cell.

2.2. Reference tables

To perform the GHT, a reference table for the
template shape is built up in advance. For this, a
basic reference table for the template shape for a
specific scale § and a specific orientation © is built
up first by the following three steps: (1) select a
reference point R in the given template shape; (2)
rotate the shape through 180° with respect to R; (3)
trace all the boundary points of the template shape
and construct the basic reference table to consist of
the displacement vectors between all the boundary
points and point R, with each displacement vector
represented by its length r and direction 6, aug-
mented by the specific scale S and orientation @ of
the template shape. Then, the desired reference
table is constructed to consist of the basic reference
tables for all the possible template scales and orien-
tations.

Let #(S) denote the number of all the possible
quantized scales of the given template shape, and
#(0©) the number of the quantized directions of the
shape around 360°. Also, let #(BRT) denote the
size of the basic reference table. Then, the size of
the reference table of the given template is obviously
equal to #(S) X #(0) X #(BRT). The magnitudes
of the #(S) and #(60) values are determined by the
required accuracy of object shape detection. The
range of the shape scale is constrained by the scales
of all possible shapes in input images.

2.3. Conventional cell value incrementation
strategy

The cell value incrementation strategy is the kernel
of the GHT and specifies a method to increment
the cell values of the HCS. A common cell value
incrementation strategy for the conventional GHT
is to superimpose all the displacement vectors in the
reference table on each edge point in the input image
and increment by one each of the values of those
cells which are pointed to by the displacement
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vectors. That is,
for each edge point (x,, y.),
for each scale S,
for each orientation ©, and
for each displacement vector (r, 6),
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compute (x, y) = (x,, y.) + (r cos 6, r sin 6), and

set H(x,y,S,0) =H(x,y,$,0) + 1.

€0

This incrementation strategy handles the scale and
orientation variations of input shapes by brute force.

2.4. Conventional GHT for detecting a scaled and
rotated object shape

In the following, we describe the conventional
GHT algorithm using brute force”) to detect or
locate a given object shape with its scale and orien-
tation different from the reference shape.

Algorithm 1. Conventional GHT using brute force.

Input. A given template shape and an input image
containing an object shape which is a scaled and
rotated version of the template.

Output. The location in the input image where the
object shape appears, together with the scale and
orientation of the object shape with respect to the
template shape.

Steps.

(1) Form a 4D HCS H(X,, Y,, S, ©) and set all the
values of the cells in H to zero.

(2) Trace all the edge points in the input image.

(3) Cell value incrementation: increment the val-
ues of the cells in H(X,, Y,, S, ®) according to the
cell value incrementation strategy specified by (1).

(4) Maximum cell value detection: find out the
location of the cell with its value exceeding a
threshold ¢ and being the maximum in H.

Vese(x, v, S, 0) = {
r ) 0, otherwise,

(5) Exit with the corresponding image location,
scale and orientation as the output.

2.5. Complexity analysis of the conventional GHT

In the above conventional GHT, a 4D HCS is
required, and the computational complexity is
focused on Steps (3) and (4). In Step (3), for each
edge point the amount of processing time for cell
value incrementation is proportional to the size of
the reference table of the given template. Let #(E)
denote the number of edge points in the input image.
Then the total amount of processing time for cell
value incrementation is  proportional to

#(E) X #(S) X #(0) x #(BRT). On the other
hand, the process of maximum cell value detection
in Step (4) is performed in the 4D HCS and so is
time consuming.

2.6. Point spread function

In the GHT, each cell value in the HCS serves as
evidence for the existence of the template shape at
the corresponding location in the input image, and
is contributed by a set of edge points of the object
shape in the input image. To measure such a type of
evidence, the notion of PSF®? is employed in this
study. The PSF, whose function is similar to the
above-mentioned reference table and whose space is
of the same size as that of the HCS, can be used for
incrementing the cell values in the HCS. It is also
constructed in advance to shorten the amount of
processing time of the GHT.

For the case of the conventional GHT, the PSF is
constructed by superimposing all the displacement
vectors of the reference table on the central point
P, of the PSF (for convenience we regard P, as
corresponding to the reference point of the object
shape) and collecting all the vector ends falling at
each location in the space of the PSF as the vote
value of the location. Let Vpse(x, y, S, @) be defined
as the vote value at coordinates (x, y) of the PSF for
the scale S and orientation © of the template. Let
(x., y.) denote the coordinates of point P.. Then,
Vpsr for the conventional GHT can be described by:

1, if(x,y)=(x,yc) + (ricos6;,r;sin ;) forsomei=1,2,...,k,

@)

where r; and 6; are the same as those in (1) and k is
the total number of the displacement vectors in the
reference table. As a result, every non-zero vote
value is equal to one in the resulting PSF for the
conventional GHT. Construction of the PSF for the
proposed SOIGHT is more complicated and will be
described in the next section.

In the mean time, a PSF table (PSFT) which
corresponds to the PSF is also constructed in this
study to provide the information for determining the
scale and orientation of the detected object shape in
the proposed SOIGHT. The details will be described
in Section 4. In the PSFT, the sources of the votes
which are contributed by different orientations and
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scales of the template are recorded. Specifically,
associated with each non-zero vote value V,, in the
PSF, there is a list of vote sources stored as a set of
scale-orientation pairs {(S;, ®)]|i=1,2,..., V}in
the PSFT. For the case of the conventional GHT,
for each non-zero vote V,,, = 1 of the Vpgr in (2), the
associated list in the PSFT is just the scale-orientation
pair ($, ©) in (2).

To use the PSF in the cell value incrementation
step, for each edge point P, in the input image, let
its corresponding cell in the HCS be denoted as C,.
Then, for each cell C in the HCS, if there exists a
cell P in the space of the PSF with a non-zero vote
value V, such that the displacement vector from P to
the center P, of the PSF is equal to the displacement
vector from C, to C, then the value of cell C in the
HCS is incremented by the value V,,. Let (x,,y,),
(x,y) and (x,, y.) denote the coordinates of the cell
C,, cell C and point P, respectively. Then the dis-
placement from cell C, to cell Cis (x, —x, y. — y),
so that the coordinates of cell P in the space of the
PSF whose non-zero vote value is used to increment
the value of cell C are just ((x,—x)+x,
(y.—y) +y.). Let EP denote an edge point marix
with its size equal to that of the input image, in which
each element EP(x',y') indicates whether an edge
point exists at the corresponding location (x', y’) in
the input image: if an edge point exists at location
(x',y"), then EP(x',y') = 1; else EP(x',y") = 0.

Then for the conventional GHT, the step of cell
value incrementation can be described simply by:

N M
H(x,y,$,0)= > X EP(X',y")

x'=1y'=1

'VPSF((x’_x)+xC*(y,_y)+yC’S’ @)’ (3)

where N X M is the size of the input image. For
the proposed incrementation strategies, a similar
equation for the cell value incrementation step will
be given later.

By using these PSFs, only the non-zero votes con-
tribute to form the HCS, so the amount of processing
time for cell value incrementation for each edge
point in the input image is just proportional to the
number of the non-zero votes in the PSF (denoted
as #(PSF) in the sequel).

2.7. Illustrative example

In this paper, we use point patterns to illustrate
the algorithms. A given template shape is shown in
Fig. 1(a) which contains five corner points (the lines
between the corner points are shown to make the
shape clearer; they are not part of the template),
and whose centroid R; is selected as the reference
point. Another template shape identical to that of
Fig. 1(a) but with a 1/2 scale is shown in Fig. 1(b)
whose centroid R, again is selected as the reference
point. In Fig. 1(c), the template shape of Fig. 1(a)
is rotated through 180°, and the five displacement
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vectors between all the pattern points and the ref-
erence point R; constitute the reference table. In
Fig. 1(d), the displacement vectors of the template
shape of Fig. 1(b) are shown. Figures 1(e) and (f)
show the corresponding PSFs of the template shapes
of Figs 1(a) and (b), respectively, in which the vote
values of the cells pointed to by the displacement
vectors superimposed on the central points of the
PSFs are just one and the other vote values are
zero (shown as blank squares). Furthermore, two
corresponding PSFTs are also constructed. In the
PSFT for the template shape of Fig. 1(a), the list of
vote sources associated with each non-zero vote
value includes just a single and identical scale-orien-
tation pair (1.0,0°). And in the PSFT for the tem-
plate shape of Fig. 1(b), the lists of vote sources all
have the same scale-orientation pair (0.5, 0°).

A shape shown in Fig. 1(g), which is identical to
the template shape of Fig. 1(b), is used as the input
image and Algorithm 1, or equivalently Equation
(3), is performed to superimpose all the displacement
vectors shown in Fig. 1(d) of the template shape of
Fig. 1(b) on the five corner points of the input shape.
There exist exactly five displacement vectors pointing
to a specific cell Rj which corresponds to the ref-
erence point R, of the template. This means that
detection of the template is successful.

In Fig. 1(h), all the displacement vectors shown in
Fig. 1(c) of the given template shown in Fig. 1(a) are
superimposed on the five corner points of the input
image. In this case, the scale of the superimposed
displacement vectors is different from that of the
input shape; as a result, the cell with the maximum
value 5 cannot be found out.

3. PROPOSED NEW CELL VALUE INCREMENTATION
STRATEGIES FOR THE GHT
3.1. Proposed scale-invariant cell value
incrementation strategy for detecting a scaled shape

The proposed SI cell value incrementation strategy
is useful for the case where the shape to be detected
is known to be in a specific orientation ©® but with
variable scales. In the proposed strategy, instead of
incrementing the values of the cells which are pointed
to by the displacement vectors as in the conventional
GHT, the value of each cell passed through by the
half line along each displacement vector in the basic
reference table is incremented by one. That is,

for the specific orientation 0,

for each edge point (x,, y,), and

for each displacement vector (r;, 6;) in the basic
reference table,

set T(x,y)=T(x,y)+1 if TAN!(x—x,,
Y- ye) = 6;+ c}

(i.e. if (x, y) falls on the half line from (x,, y,) with
direction 6; + ©), 4)

where T'is a 2D Hough counting space, and function
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Fig. 1. Illustration of the conventional GHT: (a) point patterns of the template (five points); (b) point
patterns of the template with a 1/2 size; (c) five displacement vectors of the template in (a); (d) five
displacement vectors of the template in (b); (e) the PSF of the template in (a); (f) the PSF of the
template in (b); (g) all the displacement vectors in (d) superimposed on the corner points of the input
shape; (h) all the displacement vectors in (c) superimposed on the corner points of the input shape.
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TAN™! is defined as
TAN(u,v) =
tan~!(v/u)
tan~'(v/u) + 21
tan~'(v/u) + 7
/2
3n/2
By this cell value incrementation strategy, a cor-
responding SI-PSF can be constructed in advance.
The vote value of each point in the space of the SI-
PSF is equal to the number of half lines passing
through the corresponding cell of the point, where

all the half lines start from the central point (x, y.)
of the SI-PSF. Thus, for the specific orientation ©

ifu>0andv =0;
ifu>0andv =0;
ifu<ao;

ifu=0and v > 0;

ifu=0andv <0.

of the template, the vote values of the SI-PSF,’

initially all set to zero, can be computed by the
following rule:

for each displacement vector (r;, 6;) in the basic
reference table,

if TAN"!(x —x,y—y)=6,+0©

(i.e. if (x,y) falls on the half line starting from
(xc, y.) with direction 6; + ©), )

then set Vsppse(x,y, ©) = Vsppse(x, y, ©) + 1-(5)

For each incrementation of the Vg ps value in (5)
contributed by displacement vector (r;, 6;), a scale-
orientation pair (((x —x)2+ (v —yo)»)"*/ri, ©)
is added to the list of the vote sources at location
(x,y) in the corresponding PSFT, where
((x= x )2+ (y — y)»)"? is the distance from (x,y)
to the center (x., y.) of the PSF.

3.2. Illustrative example

In this example, the point patterns shown in Sec-
tion 2.7 are used again. Figure 2(a) shows the given
template with five half lines all starting from the
reference point R, of the template and going along
the five displacement vectors. The corresponding SI-
PSF is shown in Fig. 2(b) in which the vote value of
each of the cells passed through by the five half lines
in Fig. 2(a) is just one and the other values are all
zero (shown as blank squares in the figure). After
the proposed SI cell value incrementation strategy is
applied to an input shape identical to the template
but with a 1/2 scale, the result is shown in Fig. 2(c)
in which the value of each cell is equal to the number
of half lines passing through the cell (the values are
not shown). It can be seen that exactly five half lines
go through a specific cell R; whose value is the
maximum in the HCS, corresponding to the ref-
erence point R| of the template.

3.3. Proposed orientation-invariant (OI) cell value
incrementation strategy for detecting a rotated shape

In many applications, the scales of template object
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Fig. 2. Illustration of the proposed SI incrementation strat-

egy for handling scale variations in the GHT: (a) the tem-

plate shape and the five half lines of the reference table

for the SI incrementation strategy; (b) the SI-PSF of the

template in (a); (c) all the half lines in (a) superimposed

on the corner points of an input shape identical to the
template but with a 1/2 scale.

shapes are the same as those of input images. For
example, object shapes on a conveyor belt viewed
from a fixed camera are all in an identical scale but
in different orientations. The proposed OI cell value
incrementation strategy is useful for such cases. It
can be used to handle orientation variations of input
shapes.

The OI cell value incrementation strategy for
detecting a rotated shape is similar to the SI cell
value incrementation strategy for detecting a scaled
shape, except that circles instead of half lines are
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superimposed on the edge points. Let input shapes T
be all in a specific scale S. Similar to (4) in Section ui g ] {
3.1, the following statement describes the proposed et N
OI cell value incrementation strategy: o .

for the specific scale S,
for each edge point (x,, y,), and EEEEE'mRr AN’ d
for each displacement vector (r;, 6;) in the basic HAEH

reference table, FHHE R

set T(x,y) = T(x,y) + 1if (x—x )+ (y =y )" HH i

= S Xr, i i

(i.e. if (x, y) falls on the circle with radius S X r; o fir

and center (x,, y,)), (6) l o
where T is a 2D Hough counting space. FETTH

By this incrementation strategy, the corresponding H
OI-PSF includes a set of votes with each vote value
being just the number of circles passing through (@)

the corresponding cell of the vote value, where the

centers of all the circles are located identically at the HH
central point (x., y.) of the OI-PSF. In this OI-PSF, AR
again only two parameters, namely, the x- and y- H
translations, are necessary. Thus corresponding to i B
the specific scale S of the template, the vote values 2 ﬂ}‘i Hr HpH
of the OI-PSF can be computed by the following H #" : f HeH

1T11T

rule: H

1T

L
T
11
LT LY

e -]

for each displacement vector (r;, 6;) in the basic .

reference table, . EEa:inmaimiinann u

if ((x—x)* + (y —y)H)2=8xr ) : 'H;% R

(i.e. if (x, y) falls on the circle with radius S X r; 2 i H

and center (x, y.)), i

then set Vorpse(x, ¥, $) = Vorpse(x, y, S) + 1.( ) H HH
7

For each incrementation of the Vpsr value in (7)
contributed by displacement vector (r;, 6;), a scale-
orientation pair (S, TAN"'(x —x,, y—y.) — 6) %E” SEsEs e
is added to the list of the vote sources at location ! i
(x,y) in the corresponding PSFT, where s
TAN"'(x — x,.,y — y.) is the direction angle of the ! =us NG 1 H
vector from the center (x,, y.) of the PSF to (x, y). | an
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3.4. Illustrative example

In this example, point patterns are used again. - PRk
Figure 3(a) shows a template with five circles, each
taking the reference point R of the given template ) an an
as its center and passing through one of the five o : & ‘ asoinr
corner points. The corresponding OI-PSF is shown 7
in Fig. 3(b), in which the vote value of each cell is a
just the number of circles passing through the cell.
After the proposed OI cell value incrementation H
strategy is applied to an input shape identical to the \nmnw "
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Fig. 3. Illustration of the proposed Ol incrementation strat-
egy for handling orientation variations of input shapes in i i H
GHT: (a) the template and five circles for the incrementa-
tion strategy; (b) the OI-PSF of the template in (a); (c) all
the circles in (a) superimposed on the corner points of an
input shape identical to the template but rotated through

an angle of 90°. (c)
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template but rotated through 90°, the result is shown
in Fig. 3(c) in which there exist exactly five circles
passing through a specific cell R’ whose value is
the maximum in the HCS, corresponding to the
reference point of the template. This shows that the
orientation variation in the input shape can indeed
be handled by the proposed OI cell value incrementa-
tion strategy.

3.5. Proposed scale- and orientation-invariant cell
value incrementation strategy for detecting a scaled
and rotated shape

By a combination of the SI and Ol incrementation
strategies, an SOI cell value incrementation strategy
for detecting or locating an arbitrary object shape
with any scale and orientation is proposed in this
section, resulting in a corresponding SOI-PSF for
use in cell value incrementation.

The way to construct the SOI-PSF is described as
follows. The SI cell value incrementation strategy
proposed in Section 3.1 is performed first and a 2D
SI-PSFis generated for the template without rotation
(i.e. with @ in (5) equal to zero). Thus, similar to
(5), the vote values of the SI-PSF can be computed
as follows:

for each displacement vector (r;, ;) in the basic
reference table,

if TAN"}(x —x., y —y.) = 6;,

then set Vsppsp(x, y) = Vspse(x, y) + 1. (8)

Also, for each incrementation of the Vgppsp in (8),
a scale-orientation pair (((x — x)? + (¥ — yo)»)'?/
r;, 0°) is added to the list of the vote sources at
location (x, y) in the corresponding SI-PSFT. Next,
the OI cell value incrementation strategy is applied
to each non-zero element of the SI-PSF. That is,
corresponding to each cell C with a non-zero vote
value V in the SI-PSF, a circle, whose center is the

same as the central point O of the SI-PSF and whose -

radius is equal to the distance between C and O, is
created and superimposed on the SI-PSF, and the
vote value of each cell on the circle is incremented
by the value V. Thus, the vote values of the SOI-
PSF, initially all set to zero, can be computed by the
following rule:

for each (x’, y') in Vgppsp

if (x—x) + =y H? = (& —-x)P +
(' =y

then set Vgorpse(x,y) = Vsorpse(x,y) +
Vsipse(x',y"), ©)

with (x,, y.) being the central points of the PSFs. In
this way, the SI-PSF is transformed into the desired
SOI-PSF. In addition, the method for generating all
the scale-orientation pairs in the PSFT is similar to
the way discussed in Section 3.3. For each
incrementation of the Vgoppsr in (9), each of the
scale-orientation pairs (S, 6°) at location (x, y) in the
SI-PSFT is changed to be (S, TAN!(x —x,,

SHENG-CHING JENG and WEN-HSIANG TsAl

y —y.) — 6;) which is then added to the list of the
vote sources at location (x, y) in the desired SOI-
PSFT, where 6; is the direction of the ith dis-
placement vector.

The way to perform cell value incrementation
operations using the SOI-PSF is similar to (3). That
is, the HCS T now can be computed by:

N M
T(x,y)= 2 2 EP(x',y")

x'=1y'=1
“Vsorpse((x' —x) + xc, (v —y) +¥o), (10)

where EP, N and M are as defined in (3). In the SOI-
PSF, again only x- and y-translations are necessary. It
is the same as the cases of the SI and OI incrementa-
tion strategies. That is, the HCS for the three pro-
posed strategies are all 2D, in contrast with the 4D
HCS required by the conventional GHT using the
brute force approach.

4. PROPOSED SCALE- AND ORIENTATION-INVARIANT
GHT

4.1. Algorithm of proposed SOIGHT

In the proposed SOIGHT, the 2D SOI-PSF is used
for cell value incrementation in the 2D
HCS T(X,, Y,). After the SOI cell value incrementa-
tion strategy is applied, a maximum cell value detec-
tion procedure is invoked to find out the location of
the cell whose value is the maximum in the HCS,
which is then taken to be corresponding to the ref-
erence point of the detected shape. In certain shape
detection applications, only existence of the template
shape in an input image need be checked and the
specific scale and orientation of the shape may not
be required. For such cases, the SOIGHT described
so far in this paper is sufficient. For cases where
shape scales and orientations are also desired, a
certain means to determine the scale and orientation
of the detected shape is required. One method for
this purpose is proposed as follows.

First, for each cell C in T, a corresponding vote
source record table (VSRT) for recording the
locations of the sources of the votes for C is
constructed. Each record in the VSRT for Cindicates
alocation L in the point spread function space whose
non-zero vote value is used to increment the value
of C. The VSRT for each C is set empty initially.
Then, in the cell value incrementation step, cor-
responding to each incrementation of a cell value in
T, the location of the vote source in the space of
VsoLpse, i.€. the coordinates (x' —x + x,,
y' =y +y.)in (10), is recorded in the VSRTs. After
the location (x,,y,) of the reference point in the
detected shape is found out, the set of the records
of the corresponding VSRT, denoted as V,,, is exam-
ined to obtain the locations of the vote sources of
(%0, ¥o). And according to each record in V,, the lists
of the vote sources in the PSFT mentioned in Section
2.6 are examined in turn and collected as a set S.
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Fig. 4. llustration of the method of determining the scale

and orientation of the detected shape: (a) three groups of

sample points on the five half lines of the reference table

of the template shape; (b) all the half lines in (a) super-

imposed on the corner points of an input shape identical to
the template but with a different size.

Each vote source in S is a scale-orientation pair.
Finally, the pair (S,, ®,) which occurs for the maxi-
mum number of times in § is found out as the desired
scale and orientation of the detected object shape.

0,0)
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(S,, ©,) will be called the most frequent scale-orien-
tation pair. Thus the location, scale and orientation
of the input shape are all determined now. A detailed
algorithm is described in the following.

Algorithm 2. SOIGHT using the proposed SOI
cell value incrementation strategy.

Input. A given template shape and an input image
containing a scaled and rotated version of the
template.

Output. The location (x,,y,) in the input image
where the template shape appears, and the scale S,
and orientation ©, of the object.

Steps.

(1) Form a 2D Hough counting space T(X,, Y,),
set all the values of the cells in T to zero, and build
up an empty VSRT for each cell in T.

(2) Trace all the edge points in the input image.

(3) Cell value incrementation: for each edge point
in the input image, use all the non-zero votes of the
SOI-PSF to increment the values of the cells in
T according to the SOI cell value incrementation
strategy mentioned in Section 3.5, and make the
corresponding records in the VSRTs of the cells in
T.

(4) Maximum cell value detection: find out the cell
C, with its value exceeding a threshold ¢ and being
the maximum in 7, and regard the location (x,, y,)
of C, as corresponding to the reference point of the
given template.

(5) Determination of the scale and orientation:
check the records in the VSRT of C,, retrieve accord-
ingly the lists of the vote sources in the PSFT, and
find the most frequent scale-orientation pair (S,, ©,)
from the retrieved vote sources.

(6) Exit with (x,,y,), S, and O, as the output.

(640,0)

€0,464)

(640,464)

Fig. 5. The image of the template used in the experiments.
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(640,464)
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(649,0)

(640,0)
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(640,464)

(e)

Fig. 6. Illustration of Experiment 1: (a) an input image; (b) the edge points in the input image; (c) point
spread function of the template; (d) the cell values in the HCS for the template; (e) the detected shape
with a cross symbol in the bilevel input image.

4.2. Illustrative example

In this simple example, the point patterns in Fig.
2 are used again to illustrate the step (Step 5) of
determining the scale and orientation of the detected
shape in Algorithm 2. For simplicity of illustration,
only three sample points (shown as black dots in Fig.
4(a)) with different scales on each of the half lines
of the reference table are used, and only the case of
an unrotated template is considered. In Fig. 4(a),
point R, is the reference point of the template,
and the given template is rotated through 180° with
respect to R; to construct the reference table. There
exist three groups of points, A;, B;jand C,i =1, . . .,
5, on the half lines constructed from the reference

table. All the points A; in the first group have an
identical scale-orientation pair (1.5, 0°) in the PSFT;
all the points B; in the second group have another
identical scale-orientation pair (1.0, 0°) in the PSFT;
and all the points C; in the third group have a third
identical scale-orientation pair (0.5, 0°) in the PSFT.

In Fig. 4(b), all the half lines in Fig. 4(a) are
superimposed on the corner points of an input shape
with a size different from that of the template in Fig.
4(a). After the steps of cell value incrementation and
maximum cell value detection are done, the location
R of the cell with the maximum cell value in the
HCS shown in Fig. 4(b) is found out. Exactly five
half lines pass through R {. Each of the five half lines
going through R | starts from one of the corner points
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0,0) (320,0) (480,0)
€0,0) (640,0)
(0,464) (640,464)

Fig. 7. Tllustration of Experiment 2: (a) an input image; (b) the edge points in the input image; (c) point
spread function of the template by using the proposed SOI incrementation strategy; (d) the cell values
in the HCS; (e) the detected shape with cross symbol in the bilevel image of the input.

D;,i=1,...,5, ie. all the locations of the five
points D; are added into the VSRT for R, denoted
as Vpg;. According to the location of each D; in
Vg;, the corresponding list of vote sources in the
PSFT is retrieved, which only includes the scale-
orientation pair (0.5, 0°) associated with the points
C; of the third group shown in Fig. 4(a). After the

scale-orientation pairs for the five points D; are all
collected, the most frequent scale-orientation pair is
finally determined to be (0.5, 0°).

4.3. Complexity analysis for the SOIGHT

In the proposed SOIGHT, a 2D HCS is required;
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and the computational complexity of the algorithm
can be divided into three considerable parts: cell
value incrementation, maximum cell value detection
in the HCS, and determination of the scale and
orientation of the detected shapes.

The computational complexity for cell value
incrementation is proportional to the number of the
non-zero votes in the PSF and the number of the
edge points in the input image, i.e. #(PSF) X #(E).
When compared with the complexity of the con-
ventional GHT discussed in Section 2.5, the ratio
R can be computed to be #(PSF)/(#(S) X
#(©) x #(BRT)). Since R generally is smaller than
one, the total amount of processing time for cell
value incrementation can be lowered down in pro-
portion to the ratio R. For example, in our experi-
ments discussed in the next section, the quantized
values of the shape scales are 0.8, 0.9 and 1.0; and
the quantized interval of the shape orientation is 1°,
so #(S5) and #(©) are equal to 3 and 360, respect-
ively. In the case of Experiment 2, #(BRT) and
#(PSF) are 401 and 11,312, respectively. As aresult,
the ratio R is computed to be 0.026. Therefore,
the total amount of processing time for cell value
incrementation in the proposed SOIGHT is reduced
to be in the ratio 0.026 of that required by the
conventional GHT. Next, since the processed area
in maximum cell value detection is less than that for
the conventional GHT. Finally, the complexity of
scale and orientation determination is proportional
to the size of the part of the detected object shape
which matches the template, which can be estimated
to be of the order of #(BRT). So this item can be
ignored when compared with the complexity of cell
value incrementation.

To sum up, the proposed SOIGHT is faster than -

the conventional GHT, especially when the numbers
of the quantized intervals of the shape scale and
orientation are large, although some extra memory
space must be used for PSFTs and VSRTs.

5. EXPERIMENTAL RESULTS

In our experiments, the proposed SOIGHT is
applied to a case of using a computer vision system
to detect or locate different capacitors in an assembly
line. One type of capacitor is used as the template
as shown in Fig. 5, in which the pins of the capacitor
are not included.

Experiment 1

In this experiment, the proposed GHT with the
Ol cell value incrementation strategy is performed
to detect a rotated capacitor shape in an input image
according to a given template shape shown in Fig. 5.
There is no scale variation here. A bilevel input
image of the size 640 X 464, including a capacitor as
shown in Fig. 5 but with a different orientation, is
shown in Fig. 6(a). Then by performing the Sobel
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edge operations,® the edge points are produced as
shown in Fig. 6(b).

An OI-PSF for the template is constructed for use
in the OI cell value incrementation strategy as shown
in Fig. 6(c). The PSF is built up by rotating all the
displacement vectors of the basic reference table of
the given template, so that the shape of the PSF is
quite like an annulus. For convenience to show the
PSF, the central point of the PSF is selected to be
located at coordinates (256,256). After performing
the cell value incrementation strategy on all the edge
points, the HCS is generated as shown in Fig. 6(d).
The maximum cell value in HCS is found out to be
at the location (255,187), which is marked by a cross
symbol “+” in Fig. 6(e). The detected orientation of
the capacitor is 306° when compared with the tem-
plate in the clockwise direction.

Experiment 2

In the second experiment, the proposed SOIGHT
is performed to detect a distorted scaled and rotated
capacitor shape in an input image. The input image
of the size 640 x 464 is shown in Fig. 7(a), including
a capacitor whose scale is 4/5 of the template. The
edge points of the input image are produced as shown
in Fig. 7(b).

By using the SOIGHT, an SOI-PSF of the tem-
plate as shown in Fig. 7(c) is constructed for
incrementing the HCS. The vote values in the PSF
are mostly greater than those of the OI-PSF con-
structed in Experiment 1. The shape of the PSF is
limited within an area because the scaling range is
assumed to be limited (so that a line segment instead
of a half line is used for each displacement vector in
generating the SOI-PSF from the OI-PSF). After
the cell value incrementation strategy is performed
on all the edge points, the generated HCS is as shown
in Fig. 7(d). The maximum cell value in the HCS is
found out at coordinates (330,261). After performing
the step of the determination of the scale and orien-
tation (Step 5 of Algorithm 2), the most frequent
scale-orientation pair (0.8, 69°) is found out. There-
fore, the detected scale of the shape is in a scale of
0.8 of the template and the detected orientation is 69°
when compared with the template in the clockwise
direction. The location (330,261) is marked by a
cross symbol “+” as shown in Fig. 7(e). By this
experiment, it is seen that the proposed SOIGHT can
be effectively applied to detect or locate a distorted,
scaled and rotated object shape.

6. CONCLUDING REMARKS

Two new incrementation strategies, one SI and
the other OI, for the GHT have been proposed
for handling shape scale and orientation variations,
respectively, which the conventional GHT is usually
considered to be unable to handle unless by brute
force. And by a combination of these incrementation
strategies, an SOI cell value incrementation strategy
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handling both scale and orientation variations is
formed. For these incrementation strategies, a new
version of the GHT, called SOIGHT, has been pro-
posed for detecting or locating arbitrary 2D object
shapes with variable scales and orientations. The
required HCS is reduced to 2D so that the com-
putation requirement of maximum cell value detec-
tion can be reduced effectively. The amount of
processing time for cell value incrementation by the
proposed SOIGHT is also less than that of the con-
ventional GHT. Thus the total computational com-
plexity of the SOIGHT is reduced greatly. Further
research may be directed to the analysis of the
behavior of the HCS when more than one shape
occurs in an input image and the exploration of a
more effective method for detecting or recognizing
multiclass object shapes in more complicated images.
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