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Abstract

A new method called ‘‘edge-preserving 8-directional two-layered weighting interpolation’’ is proposed for interpolating unfilled pixels
in a perspective-view or panoramic image resulting from unwarping an omni-image taken by a non-single-view-point hypercatadioptric
camera. This method can solve the problem of edge preserving in interpolating the input image which has many irregularly-distributed
unfilled pixels. Three concepts of weighting have been considered in the proposed edge-preserving interpolation process: (1) inverse-dis-
tance weighting; (2) pixel-count weighting; and (3) region-wise weighting. Good experimental results showing the effectiveness of edge
preserving and its superiority to other methods are also included.
� 2007 Elsevier B.V. All rights reserved.
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1. Introduction

A catadioptric omni-directional camera (or simply, omni-
camera) (Nayar, 1997a,b), which is a combination of a
reflective mirror and a conventional camera, captures the
incoming light to form an omni-directional image (or sim-
ply, omni-image). The mirror surface may be of various
shapes, like conic, parabolic or hyperbolic, etc. If all the
reflected light rays pass through a common point, the cam-
era is said additionally to be of the single-view-point (SVP)
type (Baker and Nayar, 1999); otherwise, of the non-single-
view-point (non-SVP) type. On the other hand, a hypercata-

dioptric camera is a type of catadioptric omni-camera with
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a hyperbolic-shaped mirror (Yamazawa et al., 1993a,b).
Fig. 1 shows the structure of an SVP hypercatadioptric
camera, where the focus point of the camera is located at
the outer focus point Oc of the hyperbolic curve of the mir-
ror surface. That is, in this perfectly aligned structure, all
the incoming light rays pass through Oc. If the structure
is instead mis-aligned, the incoming light rays will not pass
through Oc, but form a so-called ‘‘caustic’’ surface (Swami-
nathan et al., 2001), and the camera becomes a non-SVP
one.

It is difficult to unwarp an omni-image into a normal-
view one, and the degree of difficulty depends on the type
of omni-camera and the alignment of the camera structure.
SVP omni-images are generally easier to handle (Peri and
Nayar, 1997; Onoe et al., 1998; Ying and Hu, 2004) than
non-SVP ones. If a non-SVP omni-image is treated as an
SVP one and unwarped accordingly, the resulting perspec-
tive-view image, called unwarped image in the sequel, will
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Fig. 1. An SVP hypercatadioptric camera where Ow is one focus of the
hyperbolic curve taken to be the origin of the world coordinate system,
and Oc is the optical lens center as well as the other focus of the hyperbolic
curve.
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suffer a serious geometric distortion (Mashita et al., 2006),
especially when the structural misalignment is large in some
camera designs aiming to extending the field of view (FOV)
of the camera. Fig. 2b shows this case. So, in the case of
non-SVP image unwarping, we need another way to do
the unwarping job.

More specifically, unwarping an omni-image, which is
taken with an SVP hypercatadioptric camera, into a per-
spective version is a process of forward projection from a
point Xp = (x,y,z) on a certain perspective-view plane in
the world space to an omni-image pixel Xi = (u,v), which
can be described by Xi = h(Xp) with h being a one-to-one

mapping function from the world space to the omni-image
Fig. 2. Examples of images for illustration. (a) An omni-image taken by a non
when (a) is treated as an SVP camera. (c) Raw image resulting from unwarpin
and Tsai (2004). (d) Raw enlarged image of a scene image with regularly-tesse
plane (Onoe et al., 1998; Jeng and Tsai, 2004). Eq. (1)
below is a description of this mapping from (x,y,z) to (u,v):

u ¼ f ðb2 � c2Þx
ðb2 þ c2Þz� 2bc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2 þ z2

p ;

v ¼ f ðb2 � c2Þy
ðb2 þ c2Þz� 2bc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2 þ z2

p ; ð1Þ

where f is the focal length of the camera lens, and a, b and c
are the parameters of the hyperbolic curve of the mirror
surface described by the following equations:

z ¼ �cþ b

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ r2

a2

r
; r2 ¼ x2 þ y2; c ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2

p
: ð2Þ

Consequently, after scanning all the points (x,y,z) in the
perspective-view plane in the world space to get the coordi-
nates of the corresponding pixel (u,v) in the omni-image in
the unwarping process using Eq. (1), there will be no un-
filled pixel in the resulting image because of the one-to-
one mapping property.

However, for a non-SVP hypercatadioptric camera,
there exists no direct one-to-one mapping Xi = h(Xp) from
Xp to Xi, and the relationship between Xp and Xi instead is
Xp = g(f(Xi)) with f being a mapping from the omni-image
plane to the mirror surface and g another mapping from
the mirror surface to the world space (Jeng and Tsai,
2004). The inverse forms g�1 and f�1 of the mappings are
too complicated to obtain such that the direct mapping
Xi = h(Xp) = f�1(g�1(Xp)) is unavailable. Therefore, it is
impossible to conduct the same type of unwarping task
-SVP hypercatadioptric camera. (b) An unwarped perspective-view image
g the omni-image of (a) using a back projection method proposed by Jeng
llated unfilled pixels before interpolation.
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Fig. 3. Illustration of proposed interpolation.
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as in the SVP case. Jeng and Tsai (2004) solved this unwar-
ping problem by a back projection method using the origi-
nal mapping Xp = g(f(Xi)), yielding in the unwarped image
many irregularly-distributed unfilled pixels to which no
omni-image data have been mapped. Fig. 2c shows an
example of the unwarping result. The unfilled pixels should
be filled by some interpolation method.

Conventional interpolation methods (Jain, 1989;
Atwood and Davis, 1989) deal mainly with regularly-tessel-

lated unfilled pixels, resulting from conventional image
transformations like image scaling (see Fig. 2d for an
example), and so are unsuitable for handling the irregu-

larly-distributed unfilled pixels in the unwarped image. In
(Li and Orchard, 2001), Li and Orchard proposed a new
edge-directed interpolation by using the geometric duality
between the low-resolution covariance and the high-resolu-
tion one of the image, but it is applicable only to images
with regularly-distributed unfilled pixels created by image
expansion. In our case here, the property of geometric
duality does not exist, so the method is inapplicable. Jeng
and Tsai (2004), in addition to the back projection method,
have proposed a so-called 8-directional-regions interpola-
tion technique to do this work. However, there is a draw-
back in their method, that is, edge blurring caused by the
averaging operation in the method will occur in the inter-
polation result.

In this study, we propose a new method called ‘‘edge-
preserving 8-directional two-layered weighting interpola-
tion’’ to conduct the desired interpolation work, which
can preserve local edges in images to avoid the edge-blur-
ring effect. The method is thus more suitable to the
unwarped image which has many irregularly-distributed
unfilled pixels. An edge-line detection scheme is proposed
first for deciding if an unfilled pixel lies on an edge line.
If the unfilled pixel is found to be on an edge line, then
the pixel value is assigned by a scheme of inverse-distance
weighting of two filled pixels on the edge line. Otherwise,
a two-layered weighting interpolation scheme is applied,
which considers three concepts of weighting, namely,
inverse-distance weighting, pixel-count weighting, and
region-wise weighting. This scheme uses the ratio of
filled-pixel counts of each 8-directional sub-region to the
total filled-pixel counts in all sub-regions as the first-layer
weighting factor, and then uses the inverse distances
between the filled pixels in each sub-region and the cur-
rently-processed unfilled pixel as the second-layer weight-
ing factors to complete an even pixel-value contribution
effect in the interpolation. The quality of the interpolation
result is greatly improved in the aspect of edge preserving.
It is noted here that this type of interpolation work for pro-
cessing unwarped non-SVP omni-images, to the knowledge
of the authors, has not been investigated before. Although
the idea of edge preserving can be found in (Ramponi and
Carrato, 2001), which investigated irregular sampling for
image coding, here we utilize the edge information in a dif-
ferent way to process the more complicated unwarped
image with irregularly-distributed pixels at unknown posi-
tions. Also, the weighting scheme in utilizing neighboring
pixel values adopted in (Jeng and Tsai, 2004) is modified
to improve the interpolation accuracy.

In the remainder of this paper, we describe the proposed
method in Section 2, show the experimental results in Sec-
tion 3, and make conclusions finally in Section 4.

2. Image interpolation by edge preserving and pixel value
weighting

The proposed method is an edge-preserving 8-directional

two-layered weighting interpolation technique which, as
mentioned previously, is based on three types of weighting
for interpolation: (1) inverse-distance weighting; (2) pixel-
count weighting; and (3) region-wise weighting. We first
describe in Section 2.1 the core of the proposed technique
involving no edge preserving, and then the proposed edge-
preserving version of the proposed interpolation technique
in Section 2.2.

2.1. Non-edge-preserving version of proposed method

As illustrated in Fig. 3, the non-edge-preserving version
of the proposed technique is based on an n · n region R

(e.g., a 7 · 7 region) centered at an unfilled pixel Pu whose
value is to be interpolated. Region R is divided into eight
sub-regions S1, S2, . . .,S8. Filled pixels in each sub-region,
called support pixels hereafter, are used in calculating the
weights for interpolation.

Let the support pixels in sub-region Si (i = 1,2, . . ., 8) be
denoted as Pi1,Pi2, . . .,P imi and their respective pixel values
denoted as Ii1, Ii2, . . ., I imi , where mi is the number of such
pixels in Si. Let the distance from a support pixel Pij to
Pu be denoted as dij where j = 1,2, . . .,mi. Let the number
of all the support pixels in the neighborhood R of Pu be
denoted as M, which is equal to

M ¼
X8

i¼1

mi: ð3Þ

The region weighting factor si for sub-region Si based on the
pixel numbers is defined as

si ¼
mi

M
: ð4Þ
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And the distance weighting factor di based on inverse pixel

distances for sub-region Si is defined as

di ¼
Xmi

j¼1

ð1=dijÞ: ð5Þ

Then, the weight factor wjj of support pixel Pij for use in the
interpolation is calculated as

wij ¼
ð1=dijÞ

di
� si: ð6Þ

Now, the proposed two-layered weighted interpolation
can be described as follows. First, we compute the contribu-

tion Ii of sub-region Si to the desired interpolation value Iu

of Pu as

I i ¼
Xmi

j¼1

wijI ij; ð7Þ

where Iij, as described previously, is the pixel value of sup-
port pixel Pij. And then, the desired pixel value of Pu can be
computed by

Iu ¼
X8

i¼1

I i: ð8Þ

Note that in case there exists no support pixel in one or
more of the eight sub-regions, the weights of such sub-re-
gions will be ignored automatically according to the above
process, and only those of the other sub-regions with exist-
ing support pixels will be used in calculating the value Iu of
the unfilled pixel Pu. This can be seen from Eq. (4) where si

will be equal to 0 when mi = 0. In the extreme case that no
support pixel can be found in all the sub-regions, then we
adopt the approach of enlarging the n · n region R, e.g.,
from 7 · 7 to 9 · 9, and so on, until at least one support
pixel is found in the enlarged R.

A merit of the above proposed approach of two-layered

interpolation is that the contribution of a sub-region Si, as
can be figured out from the above formula, can be con-
trolled by the corresponding region weighting factor si

which is computed from the number of support pixels in
Si. This will limit the magnitude of the contribution of
the sub-region, compared with the traditional scheme of
one-layered inverse-distance weighting which will cause
uneven or dominant contribution of certain pixels at very
short distances to the currently-processed unfilled pixel
Pu. Another merit is that more contribution will be yielded
by a sub-region with more support pixels, as can be seen
again from Eq. (4) for computing si. This is reasonable
because more information is conveyed by more pixels
and such information should be utilized properly by giving
larger weights to them. These two merits are advantageous
to the work of unwarping the irregularly-distributed and

spatially-sparse pixels in the unwarped image which we
are dealing with, as proved by our experimental results
described later.
2.2. Edge-preserving version of proposed technique

In the above non-edge-preserving version of the pro-
posed technique, the weight of a support pixel basically is
determined by its distance to the currently-processed
unfilled pixel Pu. All the support pixels are used to accom-
plish the interpolation work. In the edge-preserving version
of the proposed technique, each support pixel instead will
be classified first as an edge pixel or not, using the edge
pixel information found in the original omni-image. And
the spatial relationship between Pu and the edge pixels
are analyzed to determine which support pixels should be
used to conduct the interpolation. The essence of the idea
behind the proposed technique is to ignore non-edge pixel
contribution to the interpolation if an edge is found to go
through Pu, thus reducing the blurring effect in the
unwarped image.

Now the issue is how to find the edge pixels for use in
the above process. Although edge pixels can be easily
found by traditional edge detection methods in the original
omni-image which is rectangularly-tessellated in nature,
what we want is their corresponding pixels in the unwarped
image. Since such pixels in the unwarped image are irregu-
larly and sometimes even sparsely distributed, traditional
edge detection methods are inapplicable. To solve this
problem, we compute first an edge-value image from the
original omni-image, and then unwarp it into a second
image and threshold the resulting image values to get an
unwarped edge map. Finally, we detect edges in the
unwarped edge map by a way of checking edge lines
formed by triple pixels. The details are described in the fol-
lowing. Let the original omni-image be denoted as Io.

2.2.1. Creation of unwarped edge map

First, we compute an edge-value image Ie by the Sobel
operator with Io as input and normalize the edge values
in Ie into the range of 0.0–1.0. Fig. 4a shows an input
omni-image Io and Fig. 4c shows the resulting Ie computed
from Fig. 4a.

Second, the original omni-image and the edge-value
image are unwarped with the non-SVP forward-projection
method proposed in (Jeng and Tsai, 2004) to get a raw
unwarped image and an unwarped edge-value image,
respectively. The unwarped edge-value image is then thres-
holded into an unwarped edge map by a threshold value et.
Fig. 4b and d show the results, respectively. There are
many unfilled pixels in the raw unwarped image, whose val-
ues are what we want to interpolate in the sequel. And the
unwarped edge map will be used to assist this task.

2.2.2. Performing local edge analysis to detect support pixels

on edges

An unfilled pixel Pu is regarded to be on an edge line if
Pu and two support pixels Pk and Pl forms approximately

a straight line, where Pk and Pl lie respectively in two
sub-regions Si and Sj which are opposite in directions
(e.g., S1 and S5, S2 and S6, and so on). To detect such
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Fig. 5. Illustration of proposed interpolation. (a) Edge detected (hm close
to 180�). (b) No edge detected (hm not close to 180�).

Fig. 4. Creation of unwarped edge map from original omni-image. (a) Original omni-image. (b) Raw unwarped image. (c) Edge-value image of (a).
(d) Unwarped edge map (with et = 0.3).
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on-edge support pixels, every possible pair of oppositely-
directed sub-regions Si and Sj and every pair of support
pixels Pk and Pl located, respectively in them are selected
and analyzed in the following way:

(a) calculate the angle hm formed by the two vectors
Pu Pk and Pu Pl;

(b) if hm is close to 180� (determined by checking if it is
larger than a threshold ht), then regard Pu to be on
an edge line and record the pair of support pixels
Pk and Pl as a candidate pair. Fig. 5 illustrates this
idea.

2.2.3. Interpolation using on-edge support pixels
We then take from the set of all candidate pairs the one

with support pixels Pa and Pb which forms an angle hm
closest to 180�, and use their distances da and db to Pu to
complete the desired interpolation for the pixel value Iu

of Pu in the following way:

Iu ¼ ½ð1=daÞ � Ia þ ð1=dbÞ � Ib�=½ð1=daÞ þ ð1=dbÞ�: ð9Þ

That is, we compute the pixel value Iu by an interpolation
from those of Pa and Pb weighted inversely by their respec-
tive distances da and db to Pu.
2.2.4. Interpolation by non-edge support pixels

If no candidate pair is found in the above step, then we
conduct interpolation of the value of Iu for pixel Pu by the
non-edge-preserving version of the proposed technique
described in Section 2.1.
3. Experimental results

In the field of image interpolation, most existing objec-
tive metrics of image quality are unsuitable to evaluate
the quality of the results of the applied methods, as men-
tioned in (Li and Orchard, 2001). Subjective evaluation
via human eyes is more practical, and the improvements
of the proposed method may be easily observed in the fig-
ures of the following experimental results.

In our implementation of the proposed method, there
are two threshold parameters, the edge value threshold et

and the angle span threshold ht, which can be adjusted
for defining edge points and checking the on-edge condi-
tion, respectively, as described previously. The value of et
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is set between 0 and 1 representing normalized edge inten-
sity values. The value of ht is set between 0� and 180� rep-
resenting the angle spanned by two support pixels around
an unfilled pixel. Fig. 6 shows a comparison of an experi-
mental result of the proposed method by setting
et = 0.35, ht = 120� with that of a conventional method.
Fig. 6a shows the original omni-image. Fig. 6b shows the
raw unwarped image which contains many unfilled pixels
to be interpolated. Fig. 6c is the result using the traditional
4-nearest-neighbor (4NN) interpolation method with 7 · 7
window size. Fig. 6d shows the unwarped edge map in
which the white points are the edge pixels obtained from
thresholding the unwarped edge-value image (called
unwarped edge pixels) and the blue points are unfilled pixels
detected to be on edge lines in the unwarped edge map
(called on-edge pixels). Fig. 6e is the result using the
edge-preserving version of the proposed method, and
Fig. 6f is the result using the non-edge-preserving version
Fig. 6. Comparison of results of different methods. (a) Original image. (b) Raw
method (processing time = 90 ms). (d) Detected edge pixels (white) and on-
(processing time = 218 ms). (f) Result of proposed method without edge preser
the reader is referred to the web version of this article.)
of the proposed method. The overall image quality
improvement can be found obvious by comparing the
results of Fig. 6e and f with that of Fig. 6c. Furthermore,
we can see the edge quality improvement in Fig. 6e near
the locations of the edge pixels in Fig. 6d. The processing
times for Fig. 6c, e and f of the size 320 · 240 using a PC
with an Intel P4 3 GHz CPU and a 1 GB RAM are
90 ms, 218 ms, and 94 ms, respectively. The need of longer
processing time for Fig. 6e than those for Fig. 6c and f is
owing to the time-consuming step of computing the edge
map of Fig. 6d. Note that the computations of Fig. 6c
and f do not involve the edge map, but the cost of saving
time in this aspect is the blurring effect at edges.

Fig. 7 shows the results of applying the proposed
method to a raw unwarped image, Fig. 6b, using different
values for the threshold et and a constant value 120� for
the threshold ht. Lower values of et will yield more edge
points and so more on-edge unfilled pixels, as can be seen
unwarped image with unfilled pixels. (c) Interpolation result using 4NN
edge pixels (blue). (e) Result of proposed method with edge preserving
ving (processing time = 94 ms). (For interpretation of the figure in colour,
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in Fig. 7a and b, causing improper blurring effects near the
edge locations. Higher values of et will reduce the number
of resulting edge points, yielding a result of Fig. 7f which is
almost the same as that obtained from using the non-edge-
preserving version of the proposed method. After many
experimental trials, we suggest the use of the edge threshold
value range of 0.2 < et < 0.4 for use in unwarping non-SVP
omni-images.

Fig. 8 shows the results of using different values for ht,
ranging from 120� to 180�, and a constant value 0.35 for
et, with the raw unwarped image of Fig. 6b as input. It is
difficult to see visual differences among the global image
qualities of these results. But we can inspect the detailed
distribution of the on-edge pixels by two enlarging portions
of the images of Fig. 8a and e, as shown in Fig. 9a and b,
respectively.

From Fig. 9b, we can see that a very tight ‘‘on-edge’’
condition check, using the extreme value of ht = 180�, will
Fig. 7. Results using different edge threshold values at constant angle threshold
(blue) with et = 0.1. (b) Resulting image of proposed method with et = 0.1. (
Resulting image of proposed method with et = 0.35. (e) Unwarped edge pixels
method with et = 0.6. (For interpretation of the figure in colour, the reader is
result in losing some real on-edge pixels because at the
‘‘digital pixel’’ level, a straight edge-line formed by two dif-
ferent pixels does not always pass precisely the middle pixel
of the currently-processed window. So, we should relax the
‘‘on-edge’’ checking condition to allow more reasonable
pixels (for example, the point Pc in Fig. 9b) to be accepted
as on-edge pixels, as Fig. 9a shows.

More specifically, referring to Fig. 10, we calculate the
span angle hm of the unfilled pixel Pc by the following equa-
tion according to trigonometry:

hm ¼ cos�1 a2 þ b2 � c2

2� a� b

� �
: ð10Þ

By substituting proper values of a, b, and c in Fig. 10,
namely, a ¼

ffiffiffi
2
p

, b = 1, and c ¼
ffiffiffi
5
p

, into Eq. (10), we get
hm ¼ cos�1ð 2þ1�5

2�
ffiffi
2
p
�1
Þ ¼ cos�1ð�

ffiffiffiffiffiffiffi
0:5
p

Þ ¼ 2:356 which is equal
to 135�. So, the range of the span angle hm is taken to be
(ht = 120�). (a) Unwarped edge pixels (white) and detected on-edge pixels
c) Unwarped edge pixels and detected on-edge pixels with et = 0.35. (d)
and detected on-edge pixels with et = 0.6. (f) Resulting image of proposed
referred to the web version of this article.)



Fig. 8. Results using different angle threshold values at constant edge threshold (et = 0.35). (a) Unwarped edge pixels (white) and detected on-edge pixels
(blue) with ht = 120�. (b) Resulting image of proposed method with ht = 120�. (c) Unwarped edge pixels and detected on-edge pixels with ht = 150�. (d)
Resulting image of proposed method with ht = 150�. (e) Unwarped edge pixels and detected on-edge pixels with ht = 180�. (f) Resulting image of proposed
method with ht = 180�. (For interpretation of the figure in colour, the reader is referred to the web version of this article.)

Fig. 9. Detailed edge maps obtained by using different angle thresholds and an identical edge threshold. (a) Angle threshold ht = 120�. (b) Angle threshold
ht = 180�. Note that Pc is an on-edge pixel in (a) (marked by blue color), but is not in (b) (appearing as black). (For interpretation of the figure in colour,
the reader is referred to the web version of this article.)
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Fig. 10. Detailed calculation of the span angle of an unfilled pixel.
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larger than 120� and smaller than 180�. In this sense, Pc is
an on-edge pixel in Fig. 9a because the threshold ht is taken
to be 120�, and it is not in Fig. 9b because of the tight
threshold value ht = 180�.

Furthermore, in Fig. 11, we try the proposed method
using different window sizes to a raw unwarped image,
Fig. 6b. The processing time increases with the window
size, as expected. When the window size is reduced to
Fig. 11. Interpolation results with different window sizes. The processing t
time = 172 ms). (b) Window size 7 · 7 (processing time = 234 ms). (c) Window
time = 313 ms).
5 · 5, some unfilled pixels become to have no support pixel
and leave holes (black dots) in the image (for example, see
the region in the lower part of Fig. 11a enclosed by the dot-
ted circle). On the contrary, when the window size is larger
than 7 · 7, the image quality is almost kept the same. So, it
is not necessary to use window sizes larger than 7 · 7.

Finally, Fig. 12 shows a comparison of the results of dif-
ferent interpolation methods for the case of interpolating
regularly-distributed unfilled pixels in images. Fig. 12a is
an image produced from one by duplicating the pixel lines
without filling the duplicated pixels. And Fig. 12b–d are the
interpolation results of three methods including the pro-
posed one. What we want to show here is that the proposed
method is also applicable to the conventional image expan-
sion problem, yielding again results of better quality than
those of other methods.
4. Conclusions

We have proposed in this paper a method of ‘‘edge-pre-
serving 8-directional two-layered weighting interpolation’’
for processing an unwarped image with irregularly-distrib-
uted unfilled pixels which is the result of unwarping an
omni-image taken from a non-SVP hypercatadioptric cam-
era. In addition to possessing the edge-preserving capabil-
ity, the method takes into consideration three concepts of
weighting for the involved interpolation scheme: (1)
inverse-distance weighting; (2) pixel-count weighting; and
ime increases with the window size. (a) Window size 5 · 5 (processing
size 9 · 9 (processing time = 266 ms). (d) Window size 11 · 11 (processing



Fig. 12. Comparison of results of different interpolation methods for image expansion. (a) Raw enlarged image. (b) Result of proposed method. (c) Result
of simple pixel duplication. (d) Result of 4NN interpolation method. Note that the original image size is 256 · 256; which is enlarged to 512 · 512 in this
experiment. The cropped versions of the enlarged image are shown here.
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(3) region-wise weighting. This method has reasonable pro-
cessing speed and produces good image quality, compared
with other conventional methods, as seen from the experi-
mental results. Future studies may be directed to interpola-
tion of unwarped images of omni-cameras other than the
hypercatadioptric type, like the fish-eye camera.
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