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The block truncation coding (BTC) algorithm for image com-
pression has the advantages of low computation load and less
memory requirement. In this paper, an adaptive image compres-
sion algorithm using multilevel BTC is proposed. An input image
is partitioned into blocks with variable sizes, and the gray values
of each block are adaptively quantized to be one, two, or four
levels according to local image statistical characteristics. Depend-
ing on the amount of detail or variation among the pixels, an
appropriate number of bits are allotted to code the block under the
constraint of producing no larger than a given mean square error
value. Experimental results show that the proposed method is
comparable in computation time with the standard BTC and the
absolute moment BTC methods, and the resulting images are
much better, being less distorted and having higher compression
ratios. © 1993 Academic Press, Inc.

1. INTRODUCTION

Image compression has wide applications in broadcast
television, remote sensing, aerial photography, telecon-
ferencing, computer communication, facsimile transmis-
sion, etc. Image compression is also useful for reduction
of storage which is commonly required for keeping office
documents, remote sensed data, medical images, etc. Be-
cause of its wide applications, image compression is an
important research area of digital image processing.

The block truncation coding (BTC) algorithm [1], un-
like other image compression methods such as transfor-
mation coding [6] and vector quantization [7], requires
less computation effort. It also has the advantage of re-
quiring less memory. The BTC algorithm developed by
Delp and Mitchell [1] is a two-level nonparametric quan-
tizer whose output levels are obtained by preserving the
first- and second-order moments of input samples. Based
on the moment-preserving principle, other coding algo-
rithms for improving the performance of the BTC algo-
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rithm have also been proposed [2—4]. These methods can
be employed to compress an input image with less distor-
tion than the BTC method. The fidelity measure used to
evaluate the compression result is the mean square error
(MSE) defined as
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where f; represents a pixel gray value of the original im-
age, g; is the estimated value for f;, and m is the number
of pixels in the image. The BTC algorithm was modified
by Halverson, Griswold, and Wise [2] to preserve the
first-, second-, or even third-order sample moments. In-
stead of preserving the sample moments, Lema and
Mitchell [3] preserve the absolute moments for designing
the two-level quantizer. The speed of this method is also
faster than that of the BTC method. Furthermore, Hui [4]
designed a minimum mean square error quantizer for the
BTC algorithm. Based on this quantizer, a block is itera-
tively quantized to be 1-level, 2-level, or 4-level accord-
ing to the locality of the image pixel block. In all the
methods mentioned above, the size of a block is fixed.
In a conventional BTC algorithm, an input image is
partitioned into 4 X 4 blocks, and each block is coded
individually. For each pixel with gray value x; in a certain
block withi=1,2,. . . , m, there is an output value a or
b computed by

a=f—5\/m(iq for x; < x; 2)
_ _ /m—q _
b=x+oao 7 for x; = x; 3)

where x is the sample mean and & the standard deviation
of the block, that is,
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with m being the total number of pixels in the block, and
g the number of pixels with gray values greater than or
equal to x.

Each block is coded by the values of ¢ and b, and a 4 X
4 bit plane consisting of 1’s and 0’s indicating where the
pixels are quantized to a or b. Assigning 8 bits to each of
a and b results in a data rate of 2 bits/pixel. The image
can be reconstructed at the receiver end block by block
by assigning the values a and b to pixels in accordance
with the codes in the bit plane.

As reported in [1], the BTC method tends to produce
jagged edges in the reconstructed images. Due to insuffi-
cient quantization levels, aliasing effects will appear in
the reconstructed images and sharp edges between con-
trasting pixels present jagged appearances. Areas con-
taining sloping gray levels will turn into false contours
because of the inherent quantization noise in the 1-bit (2-
level) quantizer.

The previously mentioned modified versions of the
BTC method [2-4] improve the resulting image in the
sense of producing smaller mean square errors (MSE),
but they cannot remove the jagged edges in the recon-
structed image. Furthermore, the BTC algorithm and its
improved methods suffer from a common deficiency, that
is, the low compression ratio.

Performance of the BTC method can be improved sub-
stantially by adapting its performance according to image
statistics. Essentially four types of adaptation can be
made [5]:

1. adaptation of transform,

2. adaptation of bit allocation,

3. adaptation of quantizer levels, and
4. adaptation of block sizes.

The approach proposed in this paper is based on the BTC
method, but with adaptation of the block size and the
quantizer level according to spatial image statistics. Fur-
thermore, the proposed algorithm can eliminate jagged
edges in the reconstructed image and increase the com-
pression ratio. As mentioned above, the jagged edges
produced by the conventional BTC algorithm come
from the insufficient quantization levels of the edges.
Therefore, it is reasonable to introduce more quantiza-
tion levels to code an edge block for better visual quality.
On the contrary, if a block is smooth enough, it is not
necessary to code it with two or more quantization lev-
els. In addition, to increase the compression ratio, the
size of a uniform block need not be fixed. To explore the
local statistical characteristics of a block, a block decom-
position procedure is used to divide an input image into
blocks of variable sizes, with some of them being edge
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blocks and the other uniform ones. The result of an input
image by performing the proposed decomposition proce-
dure can be represented as a tree. The nodes at the lower
levels of the tree correspond to larger blocks, and those
at the higher levels correspond to smaller ones. In short,
the proposed method essentially is a multilevel BTC
scheme which combines the tree organization and the
BTC algorithm to yield better compression ratios and
produce less distortion.

The remainder of this paper is organized as follows.
The proposed multilevel block truncation coding
(MLBTC) method is described first in Section 2. Further
adaptation of the coded image by the MLBTC method is
included in Section 3. The method to reconstruct the
coded image is discussed in Section 4. Section 5 includes
the experimental results to support the validity of the
proposed approach. Finally, some conclusions are drawn
in Section 6.

2. PROPOSED MULTILEVEL BLOCK
TRUNCATION CODING

The size of blocks used in the conventional BTC
method is fixed. Two problems arise naturally: (1) it is
difficult to choose a single optimal block size and (2) the
different statistical characteristics of distinct blocks can-
not be utilized. If the block size is too large for the BTC
method, jagged appearances in the edges of the resulting
images will be visible. On the contrary, if the block size is
too small, the compression ratio will be low. The block
size plays an important role in the performance of the
BTC algorithm.

In this work variable block sizes are chosen to allow
adaptation to local image characteristics. If an image has
constant gray values everywhere, a single gray value is
adequate to code the image. On the other hand, if the
image contains more dispersion in frequency, more gray
levels are needed. This observation leads to the following
idea. Consider a block as an image itself. Depending on
the detail or variation among the pixels, an appropriate
number of gray levels should be used to code the block.
What is wanted is to code each block with as few gray
levels as possible to yield a sufficiently accurate estimate
of that block, but with the resulting MSE being con-
strained to be smaller than a given threshold. Thus an
adaptive algorithm is required. For this, a multilevel
block truncation coding (MLBTC) algorithm is proposed
to break each block, which does not satisfy a given uni-
formity criterion, into some equal-sized subblocks. The
means of these subblocks are computed to constitute a
new image, which is then requantized by a 2-level mo-
ment-preserving quantizer. Remember that the output of
a 2-level moment-preserving quantizer contains two dis-
tinct components, namely, the output values a and b
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(computed by (1) and (2)), as well as a bit plane consisting
of I’s and 0’s indicating where the pixels are quantized to
be a or b. As a result, the new image will become a binary
image with pixel values a and b. As a matter of conven-
ience, the values of @ and b will be called the two guan-
tized means for the new image. And what has been done
so far is essentially that the pixels of each subblock are
estimated by its corresponding quantized mean value. If
the dispersion of the original gray values of a subblock is
found to be large, it is decomposed again. Otherwise, the
subblock of the image is coded by its quantized mean.
The process continues until each subblock of the input
image satisfy the uniformity criterion or is of a prese-
lected smallest size. The 2-level moment-preserving
quantizer is finally applied to code all the nonuniform
subblocks of the smallest size. Note that there is only one
block at the beginning of the algorithm, which is just the
input image. After the algorithm stops, the whole image
is decomposed into many nonoverlapping blocks with
variable sizes. Those of them tested to be uniform are
coded by a single gray value, and the others with the
preselected smallest size are coded in the same way as
that of the BTC method. The information to code the
input image by the method mentioned above can be orga-
nized as a tree. Figure 1 is given to illustrate the relation-
ship between an intermediate step of the decomposition
process and the tree. All the subblocks decomposed from
a certain nonuniform block have the same parent node.
The BTC method is applied in each decomposition step,
and this is why the proposed method is called multilevel
BTC algorithm. An advantage of the approach is that no a
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FIG. 1. Anexample of an intermediate step of the block decomposi-

tion process. (a) A 4p X 4g nonuniform block is decomposed into 4 X 4
subblocks, and the mean (m, to m ) of each subblock are computed to
constitute a 4 X 4 new image; (b) 2-level moment-preserving quantiza-
tion result of the new image; (c) binary representation of (b); (d) tree
representation of (b).
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priori knowledge is needed to guide the decomposition
process.

Two questions about the above decomposition proce-
dure should be answered. One is how to judge whether a
tested block is uniform or not, and the other is why the
pixels of a uniform block are estimated by its quantized
mean rather than by its actual mean. A new criterion
proposed to decide whether a block R, in which the pixel
coordinates are normalized to be within the region of
{x € (0, 1), y € (0, 1)}, is uniform is defined as

VE-052+ (5—-052=T, (6)

where (x, y) are the coordinates of the center of gravity
of the pixel gray values inside ). Note that if )R is uni-
form, the value of the left-hand side term of Eq. (6) will
be very close to zero [10]. The selection of the uniformity
threshold value 7 is a trade-off between the compression
ratio and the distortion degree in the reconstructed im-
age. It is difficult to define an optimal value of 7 to obtain
the largest compression ratio without introducing false
contours. According to our simulations, when the value
of 7 is set to be in the interval (0, 0.01), reasonable good
results can be obtained.

The values of (x, y) of ) can be found from the values
of the three mass moments M,, M,, and M, of R. The
relations are as follows:

_ M,
5= ™
AL
J= ®)

The three mass moments of i can be computed by

= f L f(x, y)dxdy, ©)
M. = f fm xf(x, y)dydx, (10)
M, = [ | yf(e ydxay. (i1

By assuming that f(x, y) takes a constant value over each
grid, the integral in (9), (10), or (11) becomes a weighted
sum of the gray values in an n X m block as follows:

1
My =02 2 f(x, 9), (12)
M=o 22 o ), (13)
M, 2nm2 2 3 yfx ). (14)
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FIG. 2. Testing uniformity criterion on 4 X 4 blocks with threshold
7 = 0.02. (a) A uniform block with computed uniformity < 7; (b) a
nonuniform block with computed uniformity > 7.

The effectiveness of the criterion described by (6) is illus-
trated by an example shown in Fig. 2.

To answer the second question, we can state at least
two advantages of using the quantized mean instead of
the actual mean: (1) the quantized mean can reduce more
of the blocky effect and (2) the compression ratio can be
increased because the value of a quantized mean can be
retrieved from the information stored in its parent node in
the decomposition tree. These two advantages are dem-
onstrated by a simple example shown in Fig. 3. Figure 3a
includes a noisy rectangle in a background. If the pixels
of each uniform block is coded by its actual mean value,
the resulting blocky effect will be obvious, as shown in
Fig. 3d. However, this effect can be reduced by replacing
the actual mean by its corresponding quantized mean, as
shown in Fig. 3e. In addition, 128 bits are needed to code
the simple image shown in Fig. 3a if all the uniform
blocks are coded by the actual means (assuming 8 bits per
mean); however, only 32 bits (for a, b, and a 16-bit bit
plane) are needed to represent the original image if the
actual means are replaced with the quantized means.

Given an n X n image with n as a power of 2, a concise
description of the proposed MLBTC algorithm is given
below. A more detailed adaptive algorithm is described in
the next section.

MLBTC ALGORITHM.

1. Compute the mean of the input image as an initial
approximation of the image.

2. Compute the values of My, M,, and M, of the im-
age, and test the uniformity of the image according
to the rule defined in by (6). If the uniformity crite-
rion is satisfied, then label the image as a good
block and stop decomposing the block; otherwise,
label it as a bad block and continue.
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FIG. 3. Anillustrative example showing the advantages of using the
quantized mean over the actual mean. (a) Original image with a noisy
rectangle in a background; (b) means for 4 X 4 decomposition of (a); (c)
binary representation of (b) using the quantized means; (d) the final
image by replacing pixel values of each subblock with its actual mean;
(e) the result of replacing the actual mean by its corresponding quan-
tized mean in each subblock.

3. Check the size of the had block. If it is a block with
a preselected smallest size, relabel it as a good
block, apply the 2-level moment-preserving quan-
tizer to the block, and stop decomposing it. Other-
wise, continue.

4. Break the bad block into a set of equal-sized
blocks.

5. Calculate the means of all the subblocks and quan-
tize them by the 2-level quantizer. Use the quan-
tized mean of each subblock as the approximation
of the entire subblock.

6. Repeat Steps 2 through 5 for each of the subblocks.
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A tree is built after the algorithm stops. The root of the
tree represents the whole image, and the leaf nodes,
which correspond to the good blocks output by the algo-
rithm, break the pixels of the image into different non-
overlapping blocks. The nodes at the lower levels corre-
spond to the larger block sizes. All leaf nodes not located
at the highest level are uniform blocks and are coded by
single gray values because they satisfy the uniformity
criterion. This is the key point that the compression ratio
can be increased by the proposed MLBTC method. It is
also observed that the leaf nodes at the highest level of
the tree are of the preselected smallest block size, and
some of them, which are tested to be uniform are also
coded by single gray values, but the others are coded by
the 2-level moment-preserving quantizer. The larger the
number of the smallest nonuniform blocks, the lower the
compression ratio.

The jagged appearances in the edges of the coded im-
age are still unsolved by the MLBTC method. Further
improvement should be done to upgrade the resulting
visual quality. For convenience, the tree built by the
MLBTC algorithm is called the MLBTC tree.

3. ADAPTIVE MULTILEVEL BLOCK
TRUNCATION CODING

In this section, we describe the method we proposed to
improve the tree built by the MLBTC algorithm to re-
move the jagged appearances of the edges in the resulting
image. As mentioned in Section 1, the jagged edges occur
due to insufficient quantization levels. Based on this fact,
a question arises: how to decide whether a block labeled
good is quantized with insufficient quantization levels or
not? If this question can be answered completely, the
problem of producing jagged edges in the coded image
can be removed. Unfortunately there lacks a good defini-
tion of a sufficiently quantized block. A possible judg-
ment is: if a block is quantized sufficiently, the MSE
between the original gray values and the quantized ones
of the block might be small. However, a threshold value
is introduced here and the problem is changed to how to
determine the threshold value automatically. Note that a
solution to this new problem should not be time-consum-
ing in order not to destroy the advantages of the standard
BTC method.

A proposed solution is to define the threshold value as
the median of all the MSE values of the blocks which are
labeled good in the MLBTC tree. One reason to choose
the median is that it is easy to compute. Another reason
is that it is effective, as shown by our experimental
results. More specifically, if the MSE of a good block B is
larger than this threshold value, B is judged to be quan-
tized insufficiently, and a further process is applied to B.
Assume that the highest level of the MLBTC tree is A.
Two cases should be considered.
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(1) If the level of B in the MLBTC tree is less than 4,
that is, if the size of B is larger than the preselected
smallest value, then B is relabeled as a bad block, and is
decomposed and requantized according to the rules men-
tioned in the MLBTC algorithm. B will then become a
nonleaf node in the resulting MLBTC tree.

(2) If the level of B is 4, that is, if B is of the prese-

lected smallest size, then it is requantized with double of
its originally quantized levels to improve the visual qual-
ity of the resulting image.
That is, if a block is originally approximated by a single
gray value, it is requantized by a 2-level quantizer, and if
the block is originally quantized by a 2-level quantizer, it
is requantized by a 4-level quantizer, etc. A simple exam-
ple to illustrate the aforementioned adaptation process is
given in Fig. 4.

This adaptation process can be performed more than
once to decrease the MSE value of the resulting image to
a desired value. However, it should be noted that the
compression ratio will also be decreased when the adap-
tation process is performed to improve the visual quality
of the resulting image. A trade-off should be taken be-
tween the resulting estimation accuracy and the compres-
sion ratio. In this study the quantization levels for each
block are limited to be at most 4 for the reason of yielding
higher compression effect.

There exists another unsolved problem in the above
algorithm, namely, how to quantize the gray values of a
block into 4 gray levels? Some algorithms [8, 9] proposed

(b)

O : intermediate node © : two-level quantized block

- : uniform block . : four-level quantized block

FIG. 4. Adaptation of the MLBTC tree. (a) MLBTC tree before
adaptation; (b) MLBTC tree after adaptation. Those nodes marked by *
are judged to be insufficiently quantized and are requantized.
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for multilevel thresholding might be used to achieve this
goal. Unfortunately, the computation time of these meth-
ods are long and hence are unsuitable here. A method
proposed in this study is as follows.

FOUR-LEVEL QUANTIZATION ALGORITHM.

1. Find the mean m and deviation d of the block.

2. Compute the values of a and b from m and d ac-
cording to Egs. (2) and (3). Consider the values of
a, b, and m to divide the gray value distribution of
the block into four intervals ([0, al, [a, m], [m, b],
and [b, 255]) as shown in Fig. 5.

3. Requantize interval [0, a] to be a, [a, m] to be (a +
m)/2, [m, b] to be (b + m)/2, and [b, 255] to be b.

The idea behind the proposed 4-level quantizer is to
introduce more quantization levels into the transition re-
gion of an edge to eliminate more of the jagged edges in
the resulting image. An advantage of the above 4-level
quantizer is its low computation effort; only the original
mean and deviation needed to be recorded to reconstruct
the four quantized gray levels. The experimental results
described in the next section show that the jagged edges
in the final coded image can be eliminated effectively.
The proposed image compression algorithm, called adap-
tive multilevel block truncation coding (AMLBTC), can
now be fully described as follows.

mean m

(@
L
b
e S — -
a
(b)
(m+ b)/2
(m+a)2 b
Y-
©

FIG. 5. Illustration of proposed 4-level quantizer. (a) Original noisy
edge; (b) 2-level quantization; (c) 4-level quantization.
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AMLBTC ALGORITHM.

1. Perform the MLBTC algorithm with an MLBTC
tree T as the output.

2. Compute the median 6 of all the MSE values of the
good blocks in T.

3. Compare the MSE e of each good block B with 6.
If e > 6, then two cases are considered as follows.
Assume that the highest level of the T nodes is A
and that the level of B is A'.

(1) If ' < h, then relabel B as bad and decom-
pose it according to the rules mentioned in the
MLBTC algorithm. A subtree is built with B
as the root node T. Merge it with the original
MLBTC tree.

(2) If ©’ = h, then requantize B with twice of its
original quantized levels using the four-level
quantization algorithm.

4. Repeat Steps 2 and 3 until the overall MSE value
of the input image is less than a predefined thresh-
old, or until the lowest preselected compression
ratio has been achieved.

The lower bound of the overall MSE value for the pro-
posed AMLBTC algorithm is achieved when all the good
blocks are of the smallest size and are 4-level quantized.
Hence, the predefined threshold for the overall MSE
mentioned in Step 4 should be chosen to be no less than
this bound to stop the AMLBTC algorithm. The selection
of the proper predefined threshold value depends on the
maximum allowable distortion.

The advantages of the proposed AMLBTC algorithm
over the standard BTC method include: (1) the distortion
is reduced dramatically and (2) the compression ratio is
improved greatly. Furthermore, the proposed AMLBTC
method is simple, and the computation load is almost the
same as that of the standard BTC method.

4. MLBTC TREE CODING AND IMAGE
RECONSTRUCTION

In this section, we describe the method we proposed to
code the information stored in an MLBTC tree, which
can be followed by the receiver end to reconstruct the
coded image. In this study, an MLBTC tree is coded in
two stages. In the first stage, the nodes of the tree are
visited and coded according to their types by depth-first
tree traversal. The purpose of performing this stage is to
code the organization of the tree. The resulting code
stream can address the nodes properly in the tree. In the
second stage, according to the same tree traversal se-
quence as Stage 1, the information stored in the nodes of
the MLBTC tree is sent. The overall code stream for an
MLBTC tree so consists of two parts, namely, the tree
organization and the information stored in the nodes.

More specifically, there are four types of nodes, which
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contain necessary information for reconstruction, in an
MLBTC tree as described in the following.

I. Intermediate node: the information stored in a
node of this type is the quantized means (a and b) of its
child nodes.

2. Uniform block: only one bit (0 or 1) is stored in
each node of this type, which can be used to retrieve the
corresponding quantized mean value (a or b) from its
parent node.

3. Two-level quantized block: three components are
stored in each node in this type, namely, one bit which
works like that stored in the type-2 node, the standard
deviation of the block, and a bit plane which works like
that used in the BTC method. The rule to reconstruct this
kind of node is the same as the BTC algorithm, except
that the actual mean now is replaced by the quantized
one.

4. Four-level quantized block: the information stored
in each node of this type is the same as that stored in the
type-3 node, except that the number of bits for a bit plane
is two times that of the type-3 node.

For convenience, the total number of bits to code both
the tree organization and the information stored in all of
the intermediate nodes in the MLBTC tree is called the
overhead of the tree. Figure 6 is given to illustrate the
coding method. The number of branches of each node in
the tree as shown in Fig. 6a is 4. The tree organization is
coded first. The four types of nodes in the tree, namely,
intermediate node, uniform block, 2-level quantized
block, and 4-level quantized block are coded as 0, 1, 01,
and 00, respectively. Then the tree organization for the
tree in Fig. 6 is coded as follows:

Onla 0n2s 1n37 1n4a OlnSs Olnﬁe 1n7,
OnSa 1"9’ Olnl(), OOn]Ia 1n]'.’s 1n|3~

The subscripts are included just for the purpose of indi-
cating the nodes represented by the codes. Because the
number of branches of each node in an MLBTC tree is
preselected, the highest level of the tree can be known in
advance for a given-sized input image. Based on this fact,
the tree to be reconstructed from its code stream can be
designed to be unique. Let 4 be the highest level of an
MLBTC tree T. If the present scanned code is b and the
level of T to be explored is /, then the rules to reconstruct
the tree T from its tree-organization code C are as fol-
lows.

1. If b = 0, then two cases are considered.

Case 1. If | < h, an intermediate node is gener-
ated and the value of [ is increased by one. The
next node to be generated will be the leftmost child
of the present node (depth-first tree traversal se-
quence).
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FIG. 6. An example of MLBTC tree coding. (a) An MLBTC tree

(b)
with tree organization coded as 00110101101010011.; (b) reconstruction
sequence of the MLBTC tree from the code stream of (a). The notations
O, 0, ©, A represent intermediate nodes, uniform blocks, 2-level quan-
tized blocks, and 4-level quantized blocks, respectively.

1 1 0101 1 01

00 1

Case 2. If | = h, the next symbol of C is scanned
to judge which type (2-level quantized block or 4-
level quantized one) the present node to be gener-
ated is. If the present node is not the rightmost
child of its parent node, the right sibling of the
present node will be the one to be generated. The
value of / is not changed. However, if the present
node is the rightmost child of its parent node, then
the node control of generating next node is re-
turned to its parent node. The value of / is de-
creased by one.

2. If b = 1, a uniform block is generated. The same
discussion as that in the Case 2 of Rule 1 can be
made to decide the next node to be generated.

Figure 6b is an example to demonstrate the reconstruc-
tion procedure.
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Following the code stream for the tree organization,
the information stored in each node is then sent. Let the
information stored in the four types of nodes mentioned
above be denoted as O, [, ¢, and A, respectively. Then
this part of information is coded as the following string:

Onl 5 OnZa Dn3s |:]n4’ <>n5’ <>n6’ D,,7,
OMB’ D,;Q, <>n]()s AnlIv Dnl?_s I:|nl3-

5. EXPERIMENTAL RESULTS

To check the feasibility of the overall algorithm pro-
posed in Section 3, a series of experiments were con-
ducted on many images of size 512 x 480. All the images
were digitized to be 8 bits per pixel. Several of them were
processed to compare the performance of the BTC,

CHENG AND TSAI

TABLE 1
Bit Rates Spent for Blocks of Variable Sizes
Number Bits Bit rate
Block size Type of pixels consumption (bits/pixel)
256 x 240 Uniform 61440 1 0.000016
64 x 60 Uniform 3840 1 0.00026
16 x 15 Uniform 240 1 0.004
Uniform | 0.05
4 x5 2 levels 20 26 1.3
4 levels 46 2.3

AMBTC, and the proposed AMLBTC methods. For the
standard BTC and the AMBTC methods, the images
were scanned and divided into nonoverlapping 4 X 5
blocks with each block coded individually. By allowing 6

FIG. 7.
image by BTC with MSE 8.70 and 1.6 bits/pixel; (c) image reconstructed by AMBTC with MSE 8.07 and 1.6 bits/pixel; (d) image reconstructed by
AMLBTC with MSE 3.07 and 1.6 bits/pixel. The MSE value of the proposed AMLBTC is much lower than those of the other two methods under
the same compression ratio.

Example of reconstructed images for three different methods (I). (a) Original image GIRL with 8 bits/pixel; (b) image reconstructed
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bits to code each of the mean and standard deviation of
each block, the bit rate for both methods is 1.6 bits/pixel.
The block sizes for the higher levels of the MLBTC tree
built by the proposed AMLBTC method are chosen to be
256 x 240, 64 x 60, 16 x 15, and 4 x 5. The bits needed
to code the blocks at each level of the tree are shown in
Table 1. Accordingly, the larger the number of the non-
uniform blocks with the smallest preselected size, the
lower the compression ratio. In order to facilitate perfor-
mance comparison, the final MLBTC tree is properly ad-
justed (by tuning the value of the uniformity threshold 7)
such that the resulting bit rate of the proposed AMLBTC
method is approximately 1.6 bits/pixel. Figures 7 through
12 show some of the reconstructed images for the three
methods of the same bit rate. The MSE values of the
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reconstructed images were computed and listed in Table
2. It can be seen that by using the AMLBTC method,
there is an average drop of 73% (or 68%) in the mean
square errors of the reconstructed images, compared
with the standard BTC (or AMBTC) method. Note that
the jagged edges of the reconstructed images are visible
in the results of both the standard BTC and the AMBTC
methods, but are almost completely eliminated in those
of the AMLBTC method.

In terms of the compression ratio, the AMLBTC
method is also superior to the standard BTC and the
AMBTC methods. If no adaptation of bit allocation is
given to the sample means and deviations, the bit rate for
the standard BTC or AMBTC method is limited to be 2
bits per pixel. This disadvantage is improved by the

FIG. 8.

Example of reconstructed images for three different methods (II). (a) Original image Mickey Mouse with 8 bits/pixel; (b) image
reconstructed image by BTC with MSE 25.43 and 1.6 bits/pixel; (c) image reconstructed by AMBTC with MSE 23.72 and 1.6 bits/pixel; (d) image
reconstructed by AMLBTC with MSE 6.96 and 1.6 bits/pixel. The MSE value of the proposed AMLBTC is much lower than those of the other two
methods under the same compression ratio. Reproduced by permission of the publisher. © The Walt Disney Company.
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FIG.9. Example of reconstructed images for three different methods (III). (a) Original image building with 8 bits/pixel; (b) image reconstructed
image by BTC with MSE 31.94 and 1.6 bits/pixel; (c) image reconstructed by AMBTC with MSE 22.36 and 1.6 bits/pixel; (d) image reconstructed
by AMLBTC with MSE 6.21 and 1.6 bits/pixel. The MSE value of the proposed AMLBTC is much lower than those of the other two methods

under the same compression ratio.

TABLE 2

Mean Square Errors of the Reconstructed Images

for the Three Methods

Mean square error

Image Standard BTC AMBTC AMLBTC
Girl 8.70 8.09 2.97
Mickey Mouse 25.43 23.72 6.47
Building 31.94 22.36 6.21
Monkey 24.45 16.24 8.26
Brain 11.14 10.37 3.55
Chess 10.86 10.12 3.75
Average 18.75 16.24 5.20

AMLBTC method. The bit rate of the reconstructed im-
ages for the AMLBTC method can be as low as 0.50 bits/
pixel while the MSE value is still kept very small, as seen
in our experimental results. Figures 13 through 18 show
the reconstructed images with different compression ra-
tios. The computed statistics for these images are also
listed in Table 3. The items below columns 3 through 7 in
Table 3 are the numbers of blocks with variable sizes
under different conditions. By combining Tables 1 and 3,
the compression ratios can be computed as

compression ratio

512 X 480 X 8
= » (15)
Overhead + Eblock .Yizerlock size X Bbluck size
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FIG. 10. Example of reconstructed images for three different methods (IV). (a) Original image Monkey with 8 bits/pixel; (b) image recon-
structed image by BTC with MSE 22.45 and 1.6 bits/pixel; (c) image reconstructed by AMBTC with MSE 22.76 and 1.6 bits/pixel; (d) image
reconstructed by AMLBTC with MSE 8.26 and 1.6 bits/pixel. The MSE value of the proposed AMLBTC is much lower than those of the other two
methods under the same compression ratio.



FIG. 11. Example of reconstructed images for three different methods (V). (a) Original image Brain with 8 bits/pixel; (b) image reconstructed
image by BTC with MSE 11.14 and 1.6 bits/pixel; (c) image reconstructed by AMBTC with MSE 10.37 and 1.6 bits/pixel; (d) image reconstructed
by AMLBTC with MSE 3.55 and 1.6 bits/pixel. The MSE value of the proposed AMLBTC is much lower than those of the other two methods
under the same compression ratio.

TABLE 3
Computed Statistics of the Three Input Images

Number of blocks

Comp.
Image T 64*60 16%15 e 4*5 Q4*5 A4*S Overhead MSE ratio
Girl 0.008 0 189 7284 1795 943 13846 6.65 16.17
0.004 0 104 5793 3812 1435 17375 4.30 9.854
Mickey Mouse 0.008 6 436 3190 1350 1364 9610 14.71 16.74
0.004 0 229 4885 2970 1685 15283 8.81 10.63
Building 0.008 4 307 3265 3117 1459 13431 15.47 11.35
0.004 0 188 3336 4584 2112 17816 9.40 7.93
Monkey 0.008 0 160 4565 5197 606 17259 19.39 10.06
0.004 0 59 2323 8137 1120 21925 12.84 6.57
Brain 0.008 0 311 5398 2337 821 12802 9.80 15.62
0.004 0 192 3177 5276 1531 17879 5.30 8.23
Chest 0.008 0 349 5231 1952 917 12057 11.60 16.52
0.004 0 168 3297 5137 1838 18335 5.60 7.85

Note. The notations &, ©, and & represent uniform, 2-level quantized, and 4-level quantized smallest-sized blocks, respectively.
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FIG. 12. Example of reconstructed images for three different methods (VI). (a) Original image Chest with 8 bits/pixel; (b) image reconstructed
image by BTC with MSE 10.86 and 1.6 bits/pixel; (c) image reconstructed by AMBTC with MSE 10.12 and 1.6 bits/pixel; (d) image reconstructed
by AMLBTC with MSE 3.75 and 1.6 bits/pixel. The MSE value of the proposed AMLBTC is much lower than those of the other two methods
under the same compression ratio.

FIG. 13. Proposed AMLBTC for image Girl with different compression effects. (a) Image reconstructed with MSE 6.65 and 0.495 bits/pixel; (b)
image reconstructed with MSE 4.30 and 0.811 bits/pixel.
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FIG. 14.

Proposed AMLBTC for image Mickey Mouse with different compression effects. (a) Image reconstructed with MSE 14.71 and 0.477

bits/pixel; (b) image reconstructed with MSE 8.81 and 0.752 bits/pixel. Reproduced by permission of the publisher. © The Walt Disney Company.

where the notation Ny .. represents the number of
blocks with the size of block size, which can be found in
Table 3, and By, size 1S the number of bits needed to code
a block with the size of block size, which can be found in
Table 1. The possible values of block size are 64 X 60,
16 X 15, and 4 X 5 as shown in Table 3. For higher
compression ratios, it can be seen that the visual quality
of the reconstructed images are still acceptable.

FIG. 15.
bits/pixel; (b) image reconstructed with MSE 9.40 and 1.008 bits/pixel.

6. CONCLUSION

A new method for image compression, called adaptive
multilevel block truncation coding (AMLBTC) has been
proposed, and the performance has been shown to be
better than those of the standard BTC and AMBTC meth-
ods. The proposed method produces results with less dis-
tortion and higher compression ratios. The AMLBTC re-

Proposed AMLBTC for image Building with different compression effects. (a) Image reconstructed image with MSE 15.47 and 0.704
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FIG. 16. Proposed AMLBTC for image Monkey with different compression effects. (a) Image reconstructed with MSE 19.39 and 0.795 bits/
pixel; (b) image reconstructed with MSE 12.84 and 1.217 bits/pixel.

mains relatively simple in computation and can be extremely simple coding and decoding steps. Only gray-
practically implemented by computer software. Also, the scale images are discussed; however, the coding scheme
proposed method has the same general characteristics as  is equally applicable to color images after minor modifi-
those of the BTC, including low storage requirement and  cation.

FIG. 17.  Proposed AMLBTC for image Brain with different compression effects. (a) Image reconstructed with MSE 9.80 and 0.512 bits/pixel;
(b) image reconstructed with MSE 5.30 and 0.972 bits/pixel.
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FIG. 18.
pixel; (b) image reconstructed with MSE 5.60 and 1.019 bits/pixel.
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