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Abstract

A single-layer recurrent neural network is
proposed to perform thinning of binary images. This
network iteratively removes the contour points of an
object shape by template matching. The set of templates is
specially designed for a one-pass parallel thinning
algorithm. The proposed neural network produce the
same results as the algorithm. Neurons in the neural
network performs a sigma-pi function to collect inputs.
To obtain this function, the templates used in the
algorithm are transformed to equivalent Boolean
expressions. After the neural network converges, a
perfectly 8-connected skeleton is derived. Good
experimental results show the feasibility of the proposed
approach.

I. Introduction

Thinning is a process to eliminate redundant pixels
from an object shape in an image to obtain the skeleton of
the object shape with one-pixel width. Since it is much
easier to extract features from a thinned skeleton shape

-than from a thick one, skeletons obtained by thinning are
useful for many image analysis and pattern recognition
applications. Algorithms for thinning images can be
categorized to two types, namely, sequential and parallel
[1-7]. Parallel algorithms different from sequential ones in
the essence that all the pixels in the image are employed
simultaneously to determine point removal. Schemes for
sequential thinning cannot be applied to all pixels
simultaneously for the reason that it may remove an entire
line when the line is thinned to two-pixel width. To
prevent this problem, some parallel thinning algorithms
divide an iteration into multiple passes [1, 2]. On the
other hand, one-pass parallel algorithms have also been
proposed to save processing time [3-6]. Sequential
algorithms are effective when they run on a sequential
computer with a single processor. But when a parallel
algorithm is simulated on a sequential computer, it is time
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consuming. So, to exert the strength of a parallel
algorithm, a multi-processor system or a special hardware
which consists of a large number of simple processing
elements is required. For example, Chin et al. [5] designed
special simple logic gates to match thinning, restoring, and
trimming templates to enhance thinning speed.

A neural network is a hardware consisting of a large
volume of processing elements which cooperates to
perform a task in parallel. On the other hands, pixels in an
image are usually treated in an identical manner when the
image is processed. So, it is a good idea to use neural
networks to solve image processing problems in parallel.
For example, Cortes and Hertz [8] used directional second
derivatives to detect the edges in an image by a neural
network. Image thinning tasks have also been performed by
neural networks in some studies. An example is
Matsumoto et al. [9] in which images are thinned by
cellular neural networks [10, 11] with 8 planes. Another
example is Graf et al. [12, 13] in which a VLSI
architecture is designed to multiply a binary input vector
with a stored matrix of weights to skeletonize binary
images.

A parallel thinning algorithm called OPPTA was
proposed previously by the authors [14]. Based on this
algorithm, a single-layer recurrent neural network is
proposed in this paper to perform thinning of binary
images. This network iteratively removes the edge points
of an object shape. In each iteration, the removal of a point
is determined by the criterion of whether or not the
neighbors of that point match any of a set of templates.
Both template matching and point removal tasks are
performed by the neural network. The neurons in the neural
network performs a sigma-pi function to collect inputs. To
obtain this function, the templates used in algorithm
OPPTA are transformed to equivalent Boolean
expressions. Some experimental results obtained from
simulating the proposed neural network are shown to
assure the correctness of the neural network.

The remainder of this paper is organized as follows.
In Section II, the one-pass parallel thinning algorithm
OPPTA is reviewed briefly. The transformation of the
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templates used in OPPTA into a Boolean expression is
described in Section III. Section IV includes the
descriptions of the structure of the proposed neural
network and the activation function of each neuron in the
network. Section V gives the experimental results. And
finally, concluding remarks are given in Section V1.

II. Review of A Parallel Thinning Algorithm

By matching the templates shown in Fig. 1 with a
given object shape, the thinning algorithm OPPTA[14]
iteratively eliminates the edge points of the object shape
layer by layer in parallel. As shown in Fig.1, there are
twelve 3x3 templates (templates (a), (b), and (¢) through
(n)), one 3x4 template (template (c)), and one 4x3
template (template (d)). The symbols ‘¢’, ‘0", *1°, and ‘x’
used in these templates denote the currently tested pixel, a
white pixel, a black pixel, and a don't-care condition,
respectively. These symbols follow the conventional
notations, while the symbol 'y’ also appearing in the
templates is a special one. It does not appear singly in a
thinning template. and at least one of the pixels
represented by the set of symbols 'y’ should be a white
pixel. The details of the OPPTA algorithm are as follows.

Algorithm. OPPTA.

Input. a binary image 0

Output. the image of the thinning result.

Step 1. 1 :=0.

Step 2. i:=i+1; flag = false. _

Step 3. Check cach pixel of f'. If it is a black
pixel and its neighbors match any of the
templates (a) through (n), then change it
to a white pixel and set flag = true.

Step 4. If flag = false, which means the image is
thinned, then go to Step 5 with 1! as the
thinning result. Otherwise, go to Step 2
to perform the next iteration.

Step 5. Output the thinning result.

As discussed in the previous paper[14], OPPTA
obtains good thinning results. Brietly, we summarize the
characteristics of OPPTA in the following.

1) It preserves the connectivity of an object shape.

2) It prevents excessive erosion.

3) It is noise insensitive.

4) It produces skeletons topologically equivalent to

original object shapes.

II1. Equivalent Boolean Expression

The principle of designing the proposed recurrent
neural network is as follows. First, cach neuron in the
proposed neural network is allowed the ability to perform
a sigma-pi function on the inputs of the neuron. Next,
without considering the negation of a literal, a Boolean
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expression in disjunctive normal form is exactly in the
form of a sigma-pi function. Furthermore, a template
matching scheme can be transformed to an equivalent
Boolean expression so that at least one of the templates is
matched if and only if the Boolean expression is evaluated
to be true. After the equivalent Boolean expression is
derived, the sigma-pi expression can be derived. In the
remainder of this section, the transformation of the
templates into an equivalent Boolean expression will be
discussed.

First, consider a template t with a pair of symbols
‘y’, and recall that at least one of this pair should be a
white pixel. We can generate two new templates tl and t2
from t by substituting one symbol of *y” in template t with
symbol ‘0’ and the other with symbol ‘X’ to obtain
template tl; and substituting the two symbols of ‘y’ in
template t with symbols ‘x’ and ‘0’ in a reverse order to
obtain template 2. For example, template (a) can be
expanded to templates (al) and (a2) as shown in Fig. 2.
Templates (b) through (d) can be expanded similarly, with
the results shown in Fig. 2. In the following discussions,
we will use the new template set consisting of templates
(al) through (d2) in Fig. 2 as well as templates (e)
through (n) in Fig. 1. Symbol "y’ is therefore excluded
from the templates. The above process is necessary before
deriving equivalent Boolean expressions from the
templates.

As described previously, the purpose of deriving an
equivalent Boolean expression is to get the corresponding
sigma-pi function. The literals appearing in the derived
equivalent Boolean expression can be considered to be
corresponding to the involved pixels when the templates
are matched. [n order to denive the literals of the Boolean
expression, we have to define the pixels which should be
considered when a template is matched. If all of the
templates were in size of 3x3, the area which should be
matched against when a pixel p is tested in the thinning
process is the 8-neighborhood of p. However, the addition
of the 3x4 templates and the 4x3 templates (i.e.. templates
(cl) through (d2) in Fig. 2) increases the number of
neighbors which should be considered from 8 to 14.
Observing templates (¢1) through (d2), we see that except
the 8-neighbors in a 3x3 window, each template of (cl)
through (d2) includes further only one important neighbor
(denoted as 1) since the other two neighbors (denoted as
*x”) are don't-cares. We can thus define a 10-neighborhood
for each tested pixel. As shown in Fig. 3(a), any ol the set
of pixels appearing in the figure around the tested pixel
Pij is defined as a 10-neighbor ofPij. In addition to the 8-
neighbors in a 3x3 window, the cast-neighbor of the east-
neighbor of Pij (e, P j*Z) and the south-neighbor of
the south-neighbor of Pij (i.e., Pi+2, j) are also included.
This reduces the number of concerned neighbors from 14
to 10. For a better representation of the Boolean
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expression, new labels for these neighbors are given in
Fig. 3(b). These labels will also be used in the literals
appearing in the derived Boolean expression.

Let each black pixel and white pixel in the image
correspond to the logical values of TRUE and FALSE,
respectively, when a Boolean expression is evaluated. A
template then can be transformed to a product clause in the
following way.

(1) For all positions specified by symbol ‘1’ in the
template, add their corresponding literals to the product
clause.

(2) For all positions specified by symbol ‘0’ in the
template, add their corresponding negative literals to the
product clause.

For example, if each logical negation is represented
by an apostrophe, then template (al) is transformed into

al: N XoX'iX4XeX7X3g.

Similarly, templates (a2) through (n) can be
transformed into

a2: X ]sz '4.‘{ '5.‘{6.\’7.\'8

bl: X|X2X3X4X'6.\"7X8

b2: X1X2X3X4X'5X'6X8

cl: X'lX2X3X4X5.\’6X'8X9
XaX3XyXsXeX"7X g Xg
XXX XX X9NgX g
XHN3NgXsXgX7XgX g
XH XXy XXy
XaX3X XXXy

X' XXX X 5X X X1
XzX'4X'5X'6:\'3

X X5 XXX XY
XXX XX XXX
X XXXy X XXXy
X1 X0X3X X '5X s X"9X'g
X1X5X3X3X5X %X 9X .

Sine any pixel which does not match the
corresponding pixel in a template contributes a value of
FALSE to the transformed Boolean product clause, the
determination ol whether a template is matched or not is
equivalent to the evaluation of the logical value of the
transformed product clause. By ORing all product clauses,
a Boolcan expression E is derived for the entire thinning
process:

BESATTER D BER

E=X1XoX"3X 4 XgX7Xg+X 1 X5 X 4 X'sX X7 X g+
X 1 X:X 3X4X |6X '7X3‘-'.\: 1 X2X3X4X 'SX '6X 8t
X‘I X2X3X4X5.\’6.‘£ '3X9+X2X3X4X5X6X '7
X'gXgrX'| XXy XsXX7XgX g XHX 3Xy
XsXeX7XgX 1o+ XX '3X 4 XgXg+ X7 X3Xy
XXX g+ X' X X3 X4 X5 X (6 X '7X g+ X5 XYy
X'5X g Xg+ X1 XXy XsXgX'g X" 1 XHX"3Xy
X'5XpX'7X g+ X1 XX '3X yXsXeX7X 37X
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X5HX'3X 4 X'sX '6X7Xg+X 1 X5 X3X 4 X 'sX'g
X'7X'8+X'1X'2X3X4XSX'6X'7X'8.

Since the determination of whether a certain
template is matched or not is equivalent to the evaluation
of its corresponding product clause, the evaluation of the
logical value of Boolean expression E is equivalent to the
determination of whether there is a template among those
of Fig. 2 which matches the input pattern.

IV. Proposed Neural Network

The architecture of the proposed neural network is
in the form of a single neuron plane. The neurons in this
plane and those pixels in the input image have one-to-one
correspondences. As shown in Fig. 4, each neuron receives
inputs from its 10-neighbors an ' itself. Initially, the input
image is fed mto this plane by activating those neurons
which correspond to the black pixels and leaving the other
neurons inactive. After the network becomes stable, the
image of the thinning result will appear in this plane with
active neurons representing black pixels. When performing
the thinning work, this plane represents the temporary
thinning result.

Expression [ obtained in the previous section is a
Boolean expression. On the other hand, the sigma-pi
function performed by the neurons is an arithmetic
operation. So, transforming the Boolean expression E to a
corresponding arithmetic expression is required for the
operation of a neuron. The transformation can be performed
simply by treating the literals in expression E as real
variables. the Boolean AND operation as the arithmetic
product, and the Boolean OR operation as the arithmetic
addition, and changing a negative literal Xj to (1 - Xj). An
arithmetic expression S can then be denived to be:

S=X1Xo(1-X3)(1-X4)XeX7X g+ X Xo (12X X(1-X5) X X7
X3 + X1X2X3X4(1:\’6)(1-X7).\’8 + X1X2X3X4(1-X5)
(1-Xe)X g + (I-XX2X 3N 3 X 5 X6 (1-Xg)X g+ X2 X 3Ky X5
Xé(l-.‘(ﬂ(l-xx).\:g s (]1‘(])(1-X2)X4X5X6X7XSX10 +
(1X)(1-X3)X 3 X5 X6 X7X g X | o #(1-X)(1-X3)(1-Xyg)X g
Xg + XoX3Xy(Xe)(1X7)(1Xg) + (IXDXH(1X3)X4
(1X5)(1 ) 1-X7)(1Xg) X (X (1X5) (1K) X -~ (1K)
(l-\?)\4k54\b(l-.‘\’8) + (]-\1)(1-\'?_)(1-)(3),\4(1-‘\5)}(6
(1X7)(1Xg) + (I-XH(1-X2)(1-X3)(1-Xg)X 5X s X7(1-Xg) +
X (11X 1K) (1-X5)(1-X6)X 7 X g+ X X X3 (1K)
(1X5)(1-X6) 1X7(1Xg) ~ (1X1)(1-X)X3X 4 X 5(1K6)
(IX7)(1-XR).

A good relationship existing between a real variable
in expression S and a Boolean literal in expression E is
that a real number of 0 or 1 corresponds to a Boolean
value of FALSE or TRUE, respectively. That is, arithmetic
expression S will be evaluated to produce a value greater
than or equal to 1 if and only if Boolean expression E is
evaluated 1o be TRUE. By defining the active and inactive
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values of a neuron to be 1 and 0, respectively, the net
input of each neuron can be defined to be
N=W;*Xy+Wy*§
where Xy is the output of the neuron itself in the
previous iteration; and W and W» are connection weights
with the values of 1 and -1, respectively. The net input N
of a neuron will be greater than or equal to 1 if and only if
X0 is equal to 1 and S is equal to 0 (which means that
there is no template being matched).
Finally, define the neuron output as
Xo = F(N)
where the activation function F(x) is defined as

_ | ifx=1;
F(x) = {0 otherwise.

This activation function will activate a neuron if and only
if the neuron is active in the previous iteration and S is
equal to 0. So, the border points of an object image will be
removed layer by layer by the proposed neural network.

V. Experimental Results

Some experiments have been conducted to illustrate
the effects of the proposed neural network. Fig. 5 and Fig.
6 show the results in which skeleton points are marked by
‘p’, and removed points by *.".

Fig. 5 shows the results of thinning two Chinese
characters in dimension 64x64. It can be seen that the
proposed neural network obtains perfectly 8-connected and
noise-insensitive skeletons without excessive erosion,
exactly the same as those obtained by algorithm OPPTA.
Similar results can be observed in the thinning result of an
English character ‘B’ also in dimension 64x64 shown in
Fig. 6.

VI. Conclusions

A one-layer neural network for thinning binary
images has been proposed. It produces the same results as
the parallel algorithm OPPTA proposed previously for
thinning. The proposed neural network is simple. This
comes from two facts. The first is the simplification of the
symbols in the templates (i.c., removal of ‘y’) which makes
possible the derivation of an equivalent Boolean
expression. The second is to allow each neuron to collect
all its inputs by the use of a sigma-pi function. It is noted
finally that the proposed method of transforming the
parallel thinning algorithm OPPTA into the single-layer
neural network actually is a general scheme, and can be
applied to other parallel thinning algorithms.
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G A T 1 q y 4 4 X y Oy
1 ¢ O 1 g ¥ 0cll1l 1 ¢ 1
1l 1y y Oy Yy 1 1 x 2 i s |
x 1 =
(a) (b) (c) (d)
x 00 x 11 8 %08 x 1 x 0 0 x 00
1 a 0 0:a 1 0 e 'l 1 o 0 0 ¢ X 0 ¢
x 1 x 0 0 = 0 0O x 0 0 x 1 1 0 1
(e) (f) (9) (h) (1) (3)
0 0O 1 0 0 s [ 1 ¢ 0 01
0 e -0 1.8 B 0 c O g ¢ 1
1 1. 3 1.00 0 0O 0 0 1
(k) (1) (m) (n)
Fig. 1. Thinning templates of algorithm OPPTA.
1 0 i x 1 il s 1 L (S b
L g2 e 0 I e 1 2 R T |
s (e S 10 0 0 x x 0 O
(al) (a2) (bl) (b2)
o 1 1 *» 1 1 = 0 0 x x 0O
0cl e 1. 1 R 1 ¢ 1
x 1 1 = 0 2 I = s (O g | 1 |k 1
x 1 X ~ 2 I |
(cl) (c2) (dl) (d2)
Fig. 2. Templates without symbol ‘y’.
Pil i1 Pip i | Picr s X X5 X3
Pi_j-1 Pi Pi i+t1 | Pji+2 | Xs | Xo | Xa | Xo |
Pitv1.i-1 | Pir1j | Pisrjn X7 Xa X5
Pii2 i X10
(a) (b)

Fig. 3. 10-neighbors of pixel Pj;.
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(b) Thinning result.
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(a) Original image.
Fig. 5. Thinning results of two Chinese characters by proposed neural network.
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(b) Thinning result.
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(a) Original image.
Fig. 6. Thinning result of English character ‘B’ by proposed neural network.
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