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Abstract

A simple and feasible approach to Chinese
character font recognition using Fouricr
spectrum features and the back-propagation
neural network is proposed. An input image
with one Chinese character bitmap pattern is
transformed into the frequency domain using the
Fourier transform. The Fourer amplitude
spectra of the transformed image is then divided
into non-overlapping square blocks with non-
equal sizes, and a spectrum feature vector is
derived from the mean amplitudes of the square
blocks. A back-propagation neural network
classifier is used to recognize the font types of
Chinese characters afier learning. Experiments
have been conducted in which training'samples
and test samples were selected randomly from
5,401 most frequently used Chinese characters.
An average recognition rate of 86% for font
recognition of a single character and average
recognition rates of 96%-100% for font
recognition of a string with an identical font
were obtained for the six most popular fonts,
which shows the feasibility and efficiency of the
proposed approach for Chinese character font
recognition. The method can be used in
character recognition and document analysis
applications.
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1. Introduction

Huge amounts of printed materials, such
as newspapers, journals, magazines, and office
documents are published every day. Various
document components, such as headlines, text
lines, and graphics, are used to distinguish
articles and indicate article contents. To more
cfiectively access the information contained
within such documents, an automated document
entry system is needed to handle different layout
styles[1]). Various techniques, such as document
image segmentation, character segmentation,
and character recognition have been investigated
for use in an automated document entry system,
but font recognition is seldom considered.

Artificial ncural network techniques have
recently been applied to many different fields
and have demonstrated capabilities in solving
complex problems. The error back-propagation
method proposed by Rumelhart[2,3] is a
representative lecarning method for hierarchical
networks. Hirose et al.[4] proposed a back-
propagation algorithm that varies the number of
hidden units which can be used to escape local
minima and make it unnccessary to decide the
number of hidden units. In this study, we use the
back-propagation neural network model as a
classifier to recognize the Chinese character font
because of the high capability of learning and
the high speed of recalling of the model.

The Chinese character font recognition
problem is more diffucult than that of English
because the size of the Chinese character set is
larger and the strokes of the Chinese characters
are more complicated. Morris[5] used spectral
signatures[6] and a statistical analysis method[7}]
to recognize the English digital typefaces. The
samples uscd in [5] consist of strings selected at
random from English text. Each string is
rendered in a particular typeface and truncated
to an image of 512x64 pixels. Then a 512x64
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discrete Fourier transform of the string is
computed and the amplitudes at each of the
resulting points recorded. In the classification
stage using ideal filters, the spatial frequency
plane is first partitioned into 38 rectangular
regions, and the mean Fourier amplitude of each
region is computed and collected as a feature
vector. By assuming that the class conditional
densities are normal, a piecewise quadratic
classifier was used as an approximation to the
Bayes minimum error classifier. Jou et al [8]
proposed a universal data compression
algorithm to model chinese character patterns
and a scheme based on the universal model for
recognizing the Chinese character font. They
used 10,000 Chinese characters with the same
font as an input source sequence to obtain the
universal model. After different models were
built, a long string of input characters were
simultancously encoded using diffcrent models
obtained from different character fonts. The
character font type is finally decided to be the
model that yields the largest compression ratio.
In this study, we use features extracted from
certain bands of the Fourier amplitude spectrum
of each character image as the input of the
classifier. An average recognition rate of 86%
for font recognition of a single character and
average recognition rates of 96%-100% for font
recognition of a string with an identical font
using an average technique can be obtained for
the six most popular fonts. Experimantal results
show the feasibility and efficiency of the
proposed approach for Chinese character font
recognition. It can be wused in character
recognition and document analysis applications.

The remainder of this paper is organized
as follows. A brief review of the Fourier
tranform and the back-propagation neural
network is given in Section 2. In Section 3, the
proposed Chinese character font recognition
method is presented. Several experimental
results showing the feasibility of the proposed
approach are described in Section 4. Finally,
some conclusions are given in Section 5.

2. Review of Fourier Transform
and Back-propagation Neural
Network

2.1 Fourier Transform

A 2D image i may be reguarded as a real-
valued function on the plane, where i(x, )

denotes the image intensity at (x,)). The
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Fourier transform /(w,,®,)of i(x,y) is
given by

I,0)=[ [ i)™ "> day. 1)

It can be written in polar coordinates as

o, 0,)=A@,,,)"", @
where A(w,,a)y)=|1(co,,wy)| is the

Fourier amplitude at (@,,®,) and

#(w,,w,) the Fouricr phasec at (w,,®,).
The variables @, and @, denote the

spatial frequencies and roughly represent the
rate at which the image is changing in its
intensity in the X and y directions,
respectively. High spatial frequencies
correspond to rapid rates of changes with respect
to position, i.e., correspond to small features in
the image. On the other hand, low spatial
frequencies correspond to slow rates of changes,
i.c., correspond to large features. The amplitude
denotes the amount of variation at the given
spatial frequency. Large amplitudes at a given
spatial frequency or block of frequencies
accompany prominent fecatures repeating at
those frequencies. Thus, the amplitude encodes
the amount of variation in features. The phase,
on the other hand, encodes the gross position of
features. The differences of the Chinese
character fonts come from the sizes of the
characters, the thicknesses of the strokes, and
the slopes of the characters, etc. For these
rcasons, it is natural to expect that the amplitude
distribution of the frequency plane might have
font-specific information. The Chinese character
fonts do not depend on the positions of the
strokes. Thus, we may ignore the effect of
phases.

2.2 Back-Propagation Neural
Network

Back propagation is often used as the
learning algorithm in layered-structure neural
networks because of its efficiency. The
algorithm is a learning rule which suggests a
way of modifying weights to represent a function
from input to output. The network architecture
incldes an input layer, one or more hidden
layer(s), and an output layer. The units on a
layer have full connections to the units on the
adjacent layers, but no connection to the units on
the same layer, as shown in Figure 1. A way of



computing the function from the input to the
output is to calculate the difference (or the error)
between the expected and actual output value
and to adjust the weights in order to minimize
the error. The algorithm minimizes the error by
performing a gradient descent on the error
surface in the weight space whose height at any
point in the weight space is equal to the error
measure. Thus, the amount of the weight change
for each input pattern in a learning cycle is
proportional to the error; a learning cycle is
completed after the network sces all of the input
and output pairs. The error is gradually reduced
to a certain point as the number of learning
cycles is increased. In the case of the three-
layered back-propagation neural network model
shown in Figure 1, the algorithm assigns the
input vector as an output vector of the input
layer; no transformation occurs in the input
layer. The output vector of the input layer
propagates forward to the hidden units to
compute the output values of the hidden units,
H |, with the help of a sigmoid output function
defined as follows :

H, = /{1 vexp| -S W, X, -9,]} 3)

where X is the output value of the ith unit in
the input layer, &, is a threshold of the kth unit
in the hidden layer, W, is the connection

weight between the ith unit in the input layer,
and the kth unit in the hidden layer. The output
vector of the hidden layer then propagates
forward to the output unit to calculate the output
value of the final output layer, O, by the same

output function using U, and H, instead
defined as follows:

0, = /{1 +exp[-§ul,y, —o,]} )

where @ is a threshold of the jth unit in the

output layer, U/, is the connecction weight

between the Ath unit in the hidden layer, and the
Jjth unit in the output layer. The output value
from the output layer is compared with the
desired one to compute a sum of squared errors
according to

1< 2
E—EFZD(D}—OJ) : (5)
where D, is the desired and O , is the actual

output values of the final output layer computed

by (4). The connection weight between the jth
unit in the output layer and the Ath unit in the
hidden layer is modified according to

AU, =né H, (6)
where
s,=(p,-0,)0,(1-0,) . ™

The connection weight between the kth unit in
the hidden layer and the /th unit in the input
layer is modified according to

AW, =né, X, . (8)
where
8, =H,(1-H,)>.6U, . )
J=0

The value 77 in (6) and (8) is a scalar quantity
which determintes the rate of the gradient

descent. In training a network, a small value of
77 leads to slower learning; however, a large

value of 77 may lead to a local minimum . A

modecrate valuc smaller than 1.0 is often found
appropriate for 77. The learning process is

repeated for a number of times until the change
of weights become negligible.

3. Proposed Approach to Chinese
Character Font Recognition

A Chinese character may be seen as a 2-
dimensional pattern with a number of strokes.
Each stroke consists of a cluster of black points,
and the area outside the strokes is filled with
white points. Each character pattern stands for
an individual meaning, unlike English words
which are spelled in a string of letters from the
26-letter Roman alphabet. We select six types of
most popular Chinese fonts for use in this study.
Some examples are shown in Figure 2. A
scanned document image like the one shown in
Figure 3 is first thresholded to a bitmap image.
Isolated character patterns with 64x64 in size
are obtained after a segmentation and
normalization process is performed. The result
of such a process of Figure 3 is shown in Figure
4. We use the resulting character samples for
learning and testing later. Two methods for font
recognition are proposed in this study and are
described in the following.

3.1 An integrated method
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In general, there are two steps in pattern
recognition. The first is the feature extraction
step and the other is the classification step. We
use the Fourier transform for feature extraction
and the back-propogation neural network for
classification. A character sample is first
transformed into the spatial frequency plane by a
64x64 discrete Fourier transform. The amplitude
at each of the resulting points is recorded. Some
results were shown in Figure 5, Figure 6, and
Figure 7. We can see that the most different
amplitudes in those figures are located on the
low frequency areas. Then, the spatial frequency
plane is divided into 50 non-overlapping square
blocks with varying sizes as shown in Figure 8.
The mean Fourier amplitude of each square
block is computed. Finally we take these mean
values to form a feature vector for use in the
classification step.

As to the structure of the back-propagation
neural network model, we use 50 units in the
input layer for the 50-dimensional feature vector,
25 units in the hidden layer, and 6 units in the
output layer for the six font types.

3.2 An average technique

In general, font recognition of a string
with an identical font is more practical than font
recognition of a character only. In this study we
also use the technique for single character font
recognition described previously to recognize
string font recognition by an average principle.
The proposed method is to compute, for a given
string of characters all with a single font, the
following measure, called the Fourier amplitude

of the string at (a),,w,),

Z(w,,wy) = Z": A,.(cox,a)y)/n, (10)
=1

where n is the length of the string, and
A(@,,®,) is the Fourier amplitude of the ith

character in the string. This method enhances
the common property of different characters
with a single font by the way of summation, but
decreases the effect coming from different
characters by the way of averaging. We can also
use the technique to recognize the font type of a
Chinese text block with some characters which
is rendered in an identical font by the way of
selecting n characters in the block at random.

4. Experimental Results
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The proposed methods have been tested
using a personal computer. Figure 9 shows some
training characters which are selected randomly
from the 5,401 most-frequently used characters.
Figure 10 shows a tested document with six
blocks. There are 50 characters with a single
font in each block. Each block has a distinct font
type.

For font recognition of a single character
using the integrated method, we made three
experiments which are different in the numbers
of used training characters. 33 characters were
used for training in the first experiment, 100
characters in the second, and 300 characters in
the last. The confusion tables of the above three
experiments are shown in Table 1, Table 2, and
Table 3, respectively. The leftmost columns of
Figure 11, Figure 12, and Figure 13 show
respectively the classification results of the
above three experiments, in which the tested
characters are selected sequentially from the
tested document with the six blocks shown in
Figure 10. The overall correct classification
rates of the three experiments are shown in
Table 4. We can see that a higher recognition
rate comes from the use of a larger number of
training characters.

For font recognition of a string with an
identical font using the average technique, we
use the same classifiers used in font recognition
of a single character and we made three
experiments which are different in the lengths of
tested strings. The tested strings are selected
sequentially from the tested document shown in
Figure 10. Strings consisting of two characters
were tested in the first experiment, five
characters in the second, and ten characters in
the last. The confusion tables of the first
experiment using the three classifiers( i.e.,
classifiers trained with 33,100, and 300
characters) which were obtained in the
experiments for font recognition of single
characters arec shown in Table 5, Table 6, and
Table 7, respectively. The confusion tables of the
second experiment using the three classifiers are
shown in Table 8, Table 9, and Table 10,
respectively. The confusion tables of the last
experiment using the three classifiers are shown
in Table 11, Table 12, and Table 13, respectively.
The rightmost three columns of Figure 11,
Figure 12, and Figure 13 show respectively the
classification results of the above three
experiments. The overall correct classification
rates of the three experiments are shown in
Table 14. We can see that a higher recognition
rate comes from the use of a larger number of
training characters and a larger length of the
tested string with the same font.



5. Conclusion

A feasible approach to the Chinese font
recognition has been proposed. The approach is
based on the use of Fourier spectrum features
and the back-propagation neural network. Some
important results were obtained in this study.
First, high recognition rates have been obtained
in our experiments. Second, the number of
training characters is much smaller than 10,000
which is needed in [8]. Third, we can use the
method not only for font recognition of a single
character but also for font recognition of a string
with identical fonts. The last, the approach is
simple and effective. It can be improved by
increasing the number of training characters, or
by dividing the spatial frequency plane more
properly. The font recognition result can be used
in Chinese character recognition and document
analysis applications.
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Table 3.
experiment.

Confusion table of the third

font 1 font 2 font 3 font 4 font 5 font 6

font 1 font2 font 3 font4 font 5 font 6

font1 43 0 5 1 1 0

font1 40 0 9 0 1 0

font2 O 36 0 0 11 3 font2 O 47 0 0 1 2
font3 5 0 35 6 0 4 font3 3 0 42 1 0 4
font4 8 0 0 42 0 0 font4 1 0 6 42 0 1
fonts 0 8 2 0 37 3 font5 0 5 0 0 42 3
font6 6 1 3 0 1 45 font6 0 2 2 0 2 44
Table 2. Confusion table of the second Table 4. The recognition rates for different
experiment. numbers of training characters in six Chinese

font 1 font 2 font 3 font4 font 5 font 6

fonts.

font1 45 0 3 1 1 0

font2 O 45 0 0 1 4
font 3 6 0 38 5 0 1
font4 7 0 2 39 0 2
font5 O 1 2 0 43 4
font6 2 2 4 1 0 41

experi The Learni  recog. recog.
ment number of ng rates for rates for
training Cycles Training  Tested
characters characters characters
1 33 95 99% 79%
2 100 254 96% 84%
3 300 711 96% 86%
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Table 5. Confusion table of the first
experiment using the average technique by the
classsifier which was obtained in the first
experiment using the integrated method (the
lengths of test strings are two).

Table 9. Confusion table of the second
experiment using the average technique by the
classsifier which was obtained in the second
experiment using the integrated method (the
lengths of test strings are five).

font 1 font 2 font3 font4 font 5 font 6

font I font2 font 3 font4 font 5 font 6

font1 24 0 1 0 0 0

fontl 10 0 0 0 0 0
font2 O 20 0 0 3 2 font2 O 9 0 0 0 1
font3 4 0 19 2 1] 0 font3 1 0 9 0 0 0
font4 4 0 0 21 0 0 font4 O 0 0 10 0 0
fontS O 2 0 0 23 0 fonts O 0 0 0 10 0
font6 O 0 2 0 0 23 font6 O 0 0 0 0 10
Table 6. Confusion table of the first Table 10. Confusion table of the second

experiment using the average technique by the
classsifier which was obtained in the second
experiment using the integrated method (the
I_cr_l_gths of test strings are two).

experiment using the average technique by the
classsifier which was obtained in the last
experiment using the integrated method (the
lengths of test strings are five).

font 1 font 2 font 3 font 4 font S font 6

font 1 font 2 font 3 font 4 font 5 font 6

font1l 25 0 0 0 0 0 fontl 10 0 ] 0 0 0
font2 O 23 0 0 0 2 font2 O 10 0 0 0 0
font3 3 0 20 2 0 0 font3 O 0 10 0 0 0
font4 2 0 1 22 0 0 fontd O 0 0 10 0 0
font5 O 0 0 0 25 0 fontS O 0 0 0 10 0
font6 O 0 2 0 0 23 font6 O 0 0 0 0 10
Table 7. Confusion table of the first Table 11. Confusion table of the last

experiment using the average technique by the
classsifier which was obtained in the last
experiment using the integrated method (the
lengths of test strings are two).

experiment using the average technique by the
classsifier which was obtained in the first
experiment using the integrated method (the
lengths of test strings are ten).

font 1 font 2 font 3 font4 font 5 font 6

font 1 font 2 font3 font4 font 5 font 6

font1 23 0 2 0 0 0

fontl 5 0 0 0 0 0
font2 O 24 0 0 ] 1 font2 O 5 0 0 0 0
font 3 0 0 25 0 0 0 font 3 0 0 5 0 0 0
font4 O 0 1 24 0 0 font4 O 0 0 5 0 0
font 5 0 1 0 0 24 0 font 5 0 0 0 0 5 0
font6 O 1 0 0 0 24 font6 O 0 0 0 0 S
Table 8. Confusion table of the second Table 12. Confusion table of the last

experiment using the average technique by the
classsifier which was obtained in the first
experiment using the integrated method (the
lengths of test strings are five).

experiment using the average technique by the
classsifier which was obtained in the second
experiment using the integrated method (the
lengths of test strings are ten).

font 1 font 2 font 3 font4 font 5 font 6

font 1 font 2 font 3 font 4 font S font 6

font1 10 0 0 0 0 0 fontl 5 0 0 0 0 0
font2 O 10 0 0 0 0 font2 O 5 0 0 0 0
font3 1 0 9 0 0 0 font3 O 0 5 0 0 0
font4 O 0 0 10 0 0 font4 O 0 0 5 0 0
font5 O 0 0 0 10 0 font5 O 0 0 0 5 0
font6 O 0 0 0 0 10 font6 O 0 0 0 0 5
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Table 13.

Confusion table of the
experiment using the average technique by the
classsifier which was obtained
experiment using the integrated method (the

lengths of test strings are ten).

last

in the last

font 1 font 2 font 3 font 4 font 5 font 6

font 1 0
font 2
font 3
font 4
font 5§

font 6

C oo OO Wn
SO OO Wn

0

SO O wmOo

0 0
0 0
0 0
5 0
0 5
0 0

0

w o oOoCo

Table 14. The recognition rates for different
numbers of training characters in six Chinese

fonts.

The length of tested strings

The number 2 5
of training
characters
33 87% 98% 100%
100 92% 97% 100%
300 96% 100% 100%
Input Output
Hidden
Figure 1. A three-layered neural network
model.
i L@ 7 '%-i (font type 1)
SLEKE (ot type2)
i K %’-‘ (font type 3)
RiHKE  (fonttype 4)
AGEARE (fonttype 5)
KA RKP (font type 6)
Figure 2. Example of Chinese font types.

B VT ey
B AR T 9 5
AR AL RET
B 55 e R4S
TS SR R
EFRIELRAMT
o e
B I R AR
RARE ARG LD
ROGAMMRAZ Y

Figure 3. Part of a scanned character image.
0 S ) P
= ) N 9
EIEEEEEEEE
EsEElEEEEn
0 Gl W O S
EEEEEEEEE.
RN RN
IEENERNEEINE
EEEEEEEEEN
HiEEsEIEEN

Figure 4. Segmentation results of the image
shown in Figure 3.

(A

Figure 5. An isolated character pattern of font
type 1 and its Fourier transform plane.

Figure 6. An isolated character pattern of font
type 2 and its Fourier transform plane.

#

Figure 7. An isolated character pattern of font
type 6 and its Fourier transform plane.
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ARKOFRLRXTS MAE-EEHBERER
. Pt AR A FOEP BT O B i [ A R R B SO
R do A KR Mk A FRIXFHUREERA
o 'g;‘;;g;é;g;?;;g;u e M F OO F X BRI H
Habsheb7hshololin ' BETPHFHA B4 FERNRFHRBHHA
12 13 [halakshel7hskohs 17
Figure 8. The spatial frequency plane REANERARSFEME  oesca s XU
( upper half) AREEIRMEEEDT HEmMEEEREREREY
FEMEBREATRTE HEEIEPOCLE R
fég%ﬁﬁ;ig;i:g:ﬁzg:gzﬁ HMEAHTFEZAHHRRIE BEYERSHE NS
T
B AP A T T G S R A e BRPAMALFST BRBPXFMLUATRARARA
mmﬂm?n*nn@i;gggg;ﬁ; Whe X DR EFHFIHE  SAMHAOR T EWR
S5 5[] = WA S T LA 11 5A .
Wﬁ%ﬁﬂﬁﬁﬂ:ﬁﬂ-ﬂ@ﬁ&ﬁf&ﬁﬁﬂﬁf* zz:g:ﬁg:?zg :::zt::;:gi
2 o 0 T T {7 U O W VR S MR U S 1R
B 1 HE 50 W (2 B O PR R T R T R
BREBE RN SRR EEHE AR
TUBH Y G2 IR 19T 2L S AURR I TR I 7 RS oM Figure 10. The tested
22 TENP R IMD 4T i 2 T R i S R T8 B T
L R P ARG T AR 9 73 S el

Figure 9. Some training characters.

— e la L)
-
TR

1
|
3
1
1

W o U e
— e b
s g e
s e e pue

— e et g e
W b b e e

2225222552
2322225255
2222252262
2522255226
2222622222

3333634133
3633433634
1333363134
3333331343
1333433333

4444441441
4444414414
4414444444
4444144144
1444444444

35583563335
55222552355
2555655552
5555552556
5555255555

6666636666
6666636666
6666656366
6666662666
6666666666

Figure 11.

results obtained

experiment.

22

A A A A WA B N A Wl W W W NN N b

aaana

The classification
in the first

- e g
—— g
- - —
[
—— A .
b
[N JSSRRY I\
—— -
—
—— -

2222222652
2222222222
2222222262
2222222222
2262622222

1333633133
3333433334
1333333134
3333331343
1333433333

4444464441
4434444414
4414444644
4444144114
1444444434

A A

5
5
S
5
s

WAL A
A A

N A
AAA A
WA AW

53
5s
55
65
ss

WA A A
f
AN AWn

6666636664
6666636666
6666662366
6616662666
6661666636

Figure 12. The classification
results obtained in the second

experiment.
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——
- -
-
— b
— -

22222
22222
22226
22222
22622

33313
33333
13334
33333
13433

44444
43444
41444
43414
44444

s
5
s
s

5555
5:3:5:3
5585
5555
351535

WA AN

S

66366
66366
66666
66666
66666

A WA A A A PN w W W ww NNNNN o

A

—— -l
— ) b
——
W o = e W
—— A -

W
[

i
1
3
1
1

e -
Wl e = W

1
1
1

2222222252
2222222222
2222222262
2222222222
2222622222

3333633133
3633336333
3333333333
3333331333
1333433363

4444444444
4436344444
4444444344
3443444414
4444444434

5555565555
5522555255
55556335552
5555555556
55552553555

6666636666
6666636666
6666662666
6665662666
6666656666

Figure

results obtained

experiment.

-
W) bt pes e e
—— ) b e
——
[EP

22222
22222
22222
22222
22622

33333
33333
33333
33333
33333

44444
43444
44444
44444
44444

55555
52555
3:9:5.8:5
53355
$5555

66666
66666
66666
66626
66666

LA A A A S obbbn wWwWwwww NN —

AR

13. The classification
in the last
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