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Abstract

An integrated approach to form segmen-
tation and component classifica-tion for clinic
document image analysis is proposed. First, a
modified Hough algorithm is proposed, which can
be used to detect consecutive line segments from
noisy form images. Based on this algorithm, a top-
down recursive form frame extraction algorithm is
proposed, by which form frames in a clinic data
image can be extracted structurally. A masking
method is then proposed to restore broken charac-
ter strokes resulting from frame extraction, and a
component extraction and merge method is pro-
posed for form content extraction. Finally, several
features are proposed and a back propagation neu-
ral network are employed, for classification of
preprinted components and filled-in handwritten
components in form fields. Experimental results
are shown to prove the feasibility of the proposed
approach.

Keyword : image segmentation clinic document +
line extraction * Hough algorithm - component
classification - back propagation neural network.

1. Introduction

Most clinic data are filled forms. A clinic

data form is usually composed of frames and con-
tent components. The former ones consist of line
segments, and the latter ones include preprinted
and filled-in components, most of characters. Form
segmentation for clinic data images mainly includ-
es two parts: frame extraction and component ex-
traction. In clinic data forms, filled-in data often
touch frames. This causes the problem of yielding
broken strokes after frame extraction, which need
be solved. We also need to discriminate filled-in
data from preprinted data for further analysis of
clinic data images, so the classification of pre-
printed and filled-in components is also necessary.
This study emphasizes the designs of both effec-
tive form segmentation and component classifica-
tion algorithms for clinic document analysis.

The first step in form segmentation is
frame extraction, whose objective is to separate
form frames out of a clinic data image. Lu and Fan
[1] proposed two methods to extract form frames.
The first is to thin an input image, followed by the
work of extracting the frames by feature point
clustering. The second method is to trace the con-
tours of the image components and extract the
form frames by finding frame-like connected com-
ponents. Li, et al. [2] proposed a frame line detec-
tion algorithm by mathematical morphology. Lam,
et al. [3] proposed a form frame extraction method
which gets lines from contours by chain code
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tracing.

After frame extraction, the broken-stroke
restoration problem arises, which is discussed in
several studies. Yu and Jain [4] proposed a re-
storation method based on block adjacency graphs
and restored broken strokes by interpolation.
Maderlechner [5] introduced a method for restor-
ing broken strokes based on the use of the stroke
skeleton. Casey et al. [6] proposed a method which
restores broken strokes by using a line tracking
technique. Doermann and Rosenfeld [7] used cross
section computation to solve the broken-stroke
restoration problem.

About field content extraction which is the
next step in form segmentation, there are several
commonly used approaches, such as the run length
smoothing algorithm (Wahl et al. [8]). The projec-
tion cut algorithm (Wang and Srihari {9}), and the
connected component analysis algorithm (Fletcher
and Kasturi [10]).

As to content component classification, Sri-
hari et al. [11] proposed six types of symbolic
features which can be extracted from connected
components in form contents: the standard devia-
tion of connected component widths, the standard
deviation of connected component heights, the
average component density, the aspect ratio, the
distinct different heights, and the distinct different
widths. The classifier employed is a Fisher’s linear
discriminant function.

In this paper, an integrated approach to
form segmentation and component classification
for clinic document image analysis is proposed.
The major contribution is that more effective algo-
rithms are designed for yielding less erroneous
results. First, a modified Hough algorithm is pro-
posed to detect line segments from noisy form
images. A top-down recursive form frame extrac-
tion algorithm is proposed accordingly, by which
form frames in a clinic data image can be extracted
structurally. A method using a set of masks is then
proposed to restore broken character strokes re-
sulting from frame extraction, followed by the use
of a component extraction and merge method for
form content extraction. Finally, several features
are proposed and a back propagation neural net-
work are employed, for classification of preprinted
and filled-in handwritten components in form
fields. Experimental results shown to prove the
feasibility of the proposed approach are also in-
cluded.

In real cases, many clinic data images are

quite complicated. In order to reduce the complex-
ity of the processing work, some assumptions are
made in this study, as described in the following.
1.Only gray-valued clinic data images are
processed.
2.There is only one outer frame in each form.
3.All frames are composed of solid vertical
lines and horizontal lines.
4.All printed Chinese characters are isolated.
A flowchart of the proposed clinic data image
analysis system is shown in Fig. 1. After an input
data form is scanned and binarized into a black
and white image, form frame extraction is per-
formed, based on a modified Hough algorithm..
This may result in broken strokes. So a restoration
step is applied, using the proposed masking
method. Form frames are then removed, leaving
form field contents for further processing. The
form may be skewed during scanning, so a skew
correction is performed. Form component extrac-
tion is then proceeded, followed by classification
of the extracted components, if necessary. Finally,
form reconstruction is performed to produce a
noise-free form sheet identical to the scanned im-
age. The main components of the system and the
employed image processing techniques will be
described in detail in the following sections.

More specifically, in Section 2, the proposed
form frame extraction method is described, which
includes several proposed algorithms. In Section 3,
the proposed form content extraction method is
presented in detail. In Section 4, the proposed
method for form content component classification
method using the back propagation neural network
is described. Section 5 includes some experimental

results, followed by some conclusions in Section
6.

2.Form Frame Extraction

In this section, we describe the detailed
steps of the proposed form frame extraction
method, including the proposed modified Hough
algorithm, a line detection procedure, a recursive
form frame detection algorithm, the proposed bro-
ken-stroke restoration method, and a process to
remove the detected form frame for further proc-
essing.

A. Modified Hough Algorithm

A good way to extract line segments in
images is to use the Hough transform. However, in



the image of a filled clinic data image, noise com-
ing from the filled-in handwritten data often pro-
duces false lines. By using the conventional Hough
algorithm, such false lines will be detected and
cannot be distinguished from true lines. In this
study we proposed a modified Hough algorithm to
ignore noise coming from filled-in data.

In the Hough algorithm, the major data
structure is Accumulator[][] which is used to keep
the accumulation values of the counting space of
(o, &) calculated by the formula:

p=xcosf+ysinf.

Besides the counting space, two additional
data structures are needed in the proposed modi-
fied Hough algorithm. The array Buffer[][] is used
to buffer the accumulation value yielded by ap-
plying the above formula. Another data structure
LastPixel[][] is used to record the last pixel which
is just calculated. Two pixel selection rules are
used in the algorithm, as described in the follow-
ing:
Rule 1: If the distance from the pixel being

processed to the last pixel is smaller
than a value Dist, then increase the
value of Buffer[][],

Rule 2: [f the accumulation of Buffer[][] is
larger than a value Sseg, then add the
value of Buffer[][] to Accumulator(](],

where Dist is a threshold value of the distance

between two consecutive pixels, and Sseg is a

threshold value of the length of the shortest line.

With Rule 1, pixels with larger distances to one

another will not be collected as line pixels, and

with Rule 2, a piece of pixel component with only

a small number of pixels will not be taken to be a

true line segment. The detailed modified Hough

algorithm is described as follows.

Procedure ModifiedHough

For each column in input binary image
For each row in input image
If pixel(x,y) is black, then
For 8= Altof2 Compute
p=xcosf+ysinf;
If Distance(pixel(x, y), LastPixel[ & ][ o ])
is smaller than Dist, then increase the
value of Buffer[ # ][ o] by 1.
Else
If Buffer[ & ][ o] is larger than Sseg,
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then add they value of
to Accumulator[ @ ][ p ];
Set Buffer[ 8 ][ o] to 0;

Buffer[ ][ o]

For each buffer in Buffer[ & ][ o ]
Check the value of Buffer[#][p]. If it is
not empty and is larger than Sseg, then add
the value to Accumulator[ 8 ][ o ];
End
In the above algorithm, A1 is the starting
angle, G2 is the ending angle, of an orientation
range in which line segments are detected. And
Distance(pl, p2) is a function which returns the
distance from pixel pl to pixel p2. Because the
length of consecutive line segments produced by
noise coming from filled-in handwritten data or
others is usually smaller than those of true lines,
we can easily give values to thresholds Dist and
Sseg to distinguish true line segments from noise.
We use the following threshold values in our study:
Dist = | and Sseg = 30. [f the value of Sseg is set
too large, then some short true line segments will
be missed. On the other hand, if the value is not set
large enough, noisy line segments will be detected.

B. Line Detection Algorithm

Line detection is an important basic work
in form frame extraction. The proposed line detec-
tion algorithm is based on the modified Hough
algorithm and can be used to find the candidates of
true lines which come from form frames. The pro-
posed line detection algorithm has two passes.
Pass 1 is designed to find possible line candidates
from the Hough counting space peaks larger than a
proper threshold value, and Pass 2 is designed to
find other candidates which might be missed by
Pass 1, such as broken lines produced by poor
scanning quality or image sources. An example is
shown as Fig. 2, in which there is a line with the
parameters &= 90° and p= 10. After we per-
form the modified Hough algorithm, the accumu-
lation value of the line will be smaller than the
threshold value. So, Pass 1 will miss the line.
Since the pixels of the line distribute in p =10 and
0 =09, the idea of Pass 2 is to get the vertical pro-
jection with two-pixel width, and this will collect
the sum of the accumulation values of both p=10
and p= 9. Then, we check the projection values
from left to right. If the number of the projection
values which are larger than 0 is larger than the



threshold value, then we decide to have found a
line. In this way the broken line Fig. 2 can be de-
tected in Pass 2.

The first step before finding line candidates
is to find the skew angle of lines. For example, if
we want to detect horizontal lines, the orientation
range of &= 85 through 95 is used to detect the
skew angle of the horizontal lines. The algorithm
for detecting the skew angle is as follows.

Procedure FindSkewAngle

For 0=85 to95
Forall p
If Accumulator[ @ ][ p ] is larger than Thf /2,
then add Accumulator{ 8 ][ p ] to sum[ & ];
[f sum[ 50] is the maximum, then 60 is the

skew angle of horizontal lines;
End

In the above algorithm, 7hf is a threshold
value, taken to be 0.95 times the length of the
frame in this study. The idea of the algorithm is to
find the angle of the largest number of line seg-
ments whose lengths are larger than about a half of
the frame length, and take it to be the desired skew
angle of the frame lines.

After we know the skew angle of the hori-
zontal lines, we perform the following line detec-
tion algorithm to detect horizontal lines.

Procedure HorizontalLineDetection

Set A0 = horizontal line skew angle detected by
HorizontalLineDetection;
Forall p
Pass 1:
[f Accumulator[ &0][ p ] is larger than Thf,
then
Do FindLineWidth;
Add (60, p) to horizontal line data structure;

Pass 2:

If Accumulator[ 80][ p ] + Accumulator[ &
0][ o +1] is larger than 7Thf then get the
two-pixel width vertical projection which
is vertical to 40,

Check the projection values from left to

right;

[f the number of the projection values which
is larger than 0 is larger than 74f, then Do
FindLineWidth, and

Add (60, p) to horizontal line data struc-

ture;
End

In the above algorithm, the FindLineWidth
procedure checks neighboring lines which are at-
tached to the detected line, and if it is found out
that there exists a neighboring line segment whose
length is large than Thf/2, then the neighboring
line segment is merged to the detected line, and the
width of the detected line is increased by 1. To
complete the detection of the vertical frame lines,
we also need a vertical line detection algorithm.
The algorithm is similar to the horizontal line de-
tection algorithm described above, and its detail is
omitted here.

C. Top-Down Recursive Form Frame De-
tection Algorithm

Since most form frames are constructed
with horizontal lines and vertical lines, we can
extract form frames by extracting horizontal lines
and vertical lines. There are several approaches to
accomplishing this work. We can classify them
into two kinds: top-down and bottom-up. The ma-
jor difference between the two kinds of approaches
is the structure of results. The results of the top-
down approach are trees, and the results of bot-
tom-up approach are linked lists or 1-D strings.
We choose the top-down approach, and the reason
is that we can build a form frame tree for an input
form, which is useful for further steps of form
understanding.

The basic idea of the proposed top-down
recursive form frame detection algorithm is to find
the outer frame first. Inside the outer frame is a
subregion of the source image. We then perform
the proposed line detection algorithm to find the
horizontal lines and the vertical lines of the subre-
gion with the subregion as an input. All the hori-
zontal lines and the vertical lines detected will
form several subregions. Then we perform the
same algorithm again with these subregions as
inputs recursively until no subregion remains. In
this way, the frames are produced in the order of
nodes of a tree, as shown in Fig. 3.

The top-down recursive form frame de-
tection algorithm is described in detail as fol-
lows, in which the @ range for FindVerticalSke-
wAngle is from -5 through +5° ; the & range
for FindHorizontalSkewAngle is from 85°
through 95 ° ; and FindOuterFrame is a
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ugh 95° ; and FindOuterFrame is a procedure
for finding the out-most frame of the input form
image. Its detail is omitted.

Procedure TopDownFormFrame-Detection

Do ModifiedHough

Do FindVerticalSkewAngle

Do FindHorizontalSkewAngle

Do FindOuterFrame

Do RecursiveFrameDetection
End

And the procedure RecursiveFrame-Detection
used in the above top-down recursive form frame
detection algorithm is described as follows.

Procedure RecursiveFrameDetection

Do ModifiedHough

Do HorizontalLineDetection

Do VerticalLineDetection

For each two neighboring horizontal lines

For each two neighboring vertical lines

Add a new subregion to subregion[] which
is surrounded by the two
horizontal lines and the two vertical lines

For each subregion
Do RecursiveFrameDetection
End

D. Masking Method For Broken Line Res-
toration

Most OCR systems cannot be used to
recognize characters well with broken strokes. So
the restoration of broken strokes is an important
step after the segmentation of document images.
Two examples of broken strokes after form frame
extraction are shown in Fig. 4. The first example
shows broken strokes which originally are touched
by horizontal frames. The second example shows
broken strokes which originally are touched by
vertical frames.

The pixels in the touched area belong both
to the frames and to the characters. The problem is
to distinguish the stroke pixels from the pixels on
the frames. After some observations, it can be
found that the two ends of a stroke segment sepa-
rated by a frame are almost in the same direction.
So, we assume that when a stroke crosses a frame,
the direction of the stroke will not change. For
example, in the horizontal frame line case, we

assume that there are three kinds of situations in
which the stroke crosses the frame:
1. Crossing the horizontal frame line from
the left-top side to the right-bottom side,
as shown in Fig. 5(a).

2. Crossing the horizontal frame line from
the upper side to the lower side, as
shown in Fig. 5(b).

3. Crossing the horizontal frame line from
the right-top side to the left-bottom side,
as shown in Fig. 5(c).

The work we need to do is to check if a
pixel on the horizontal frame line is on one of the
three tracks. If so, then decide that the pixel be-
longs to the stroke. The work for the vertical frame
line case is similar.

We propose three types of masks for the
horizontal case and three other types of masks for
the vertical case, as shown in Fig. 6. Because the
input image is binary, we assume that the gray
value of each black pixel is 0, and the gray value
of each white pixel is 255. The input image is kept
in an array, and each cell in the array is 8 bits. The
gray values of the pixels which are detected by the
form frame detection algorithm are taken to be
128.

We perform the AND operation on each
pixel of the frame with all the three types of masks.
Let S be the summation of the results of each AND
operation with a mask. If S is equal to 0, then re-
place the gray values of the pixels which are
marked with 128 in the masks with 0. The mean-
ing of this rule is that if the pixel in the middle cell
of each of the masks is a frame pixel, and the two
end pixels are black, then the middle pixel is re-
garded as a stroke pixel.

E. Removal of Form Frames

After the above restoration, the pixels that
belong to the frame need be removed. It is quite
simple to remove the frame, because they are lo-
cated and marked by the form frame detection
algorithm. But there are still some noise pixels
which are attached to the frame and are not re-
moved. An example is shown in Fig. 7. So, we
propose two rules to remove the frame and all
noise pixels, as described in the following.

Rule 3: If the length of a vertical black run
which is attached to horizontal frame
lines is smaller than 77, then remove
the run.

Rule 4 : If the length of a horizontal black run



which is attached to vertical frame
lines is smaller than T, then remove
the run.
In the above rules, 77 is a threshold value which is
taken to be 2 in this study.

F. Correction of Skew Angles

A scanned clinic data image is usually
skewed. Most of the postprocessing works after
segmentation, including OCR, cannot accept
skewed segmentation results. So, the correction of
skew angles is necessary. After form frame ex-
traction is performed, we already know the vertical
skew angle @v and horizontal skew angle 6h . All
we need to do is to rotate the image back. The
following transform formula is used for this pur-
pose:

X'=xcosf+ysinf

y'=-xsinf+ycosf
where@ istakentobe 8 =(6v+(6h-9C ))/2
in this study.

The frames extracted by the form frame
detection algorithm also need be corrected, be-
cause they are extracted in the skew angle. In form
frame extraction, we keep the skew angle and two
end points for each frame. Since we have the skew
angle and two end points, we can rotate the end
points of skewed frames by applying the above
formula.

3.Form Content Extraction

After the form frame is removed, we per-
form the work of form content extraction, which
includes the steps of component extraction and in-
field line detection. The details are described in the
following.

A. Component Region
Growing

Extraction by

In this study, we apply region growing for
form component extraction. For a binary image, a
seed pixel is needed for region growing and it
should be a black pixel. All 8-neighboring black
pixels of the seed pixel are grown together. Two
situations might arise after region growing. The
first is that there are several characters in a con-
nected component. This situation can be accepted
because it can be solved by postprocessing, such
as character string recognition. The second situa-
tion is that an extracted connected component is
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only part of a character. This often occurs in Chi-
nese characters. We show an example of the sec-
ond situation in Fig. 8(b). This kind of results can-
not be used as input to an OCR system because
most OCR systems cannot deal with partial char-
acters. So merge of connected components of this
kind is necessary. In this study, we apply the mor-
phological closing operation to the connected
components resulting from the region growing step.
The closing operation will merge those compo-
nents which are sufficiently close to one another,
as shown in Fig. 8(c).

After the morphological closing operation,
some characters with large font sizes might still be
separated into several connected components, like
the example shown in Fig. 9(b), because of the
large gaps between the components. After some
observations, we found that if we draw a minimum
rectangular shape to enclose each connected com-
ponent, then the center point of each isolated com-
ponent of a character with large font size is within
the circumscribing rectangles of the other compo-
nents of the character. For this reason, we use the
following rule to merge all the isolated connected
components which belong to one character but
cannot be merged by the morphological closing
operation:

Rule 5: If the central point of the connected
component box is within the box of
another connected component, then
merge the two connected components.

B. In-field Line Detection

In some clinic forms, there are some lines
which are not the components of form frames, but
are part of the contents of certain form fields, such
as underlines or others. An example is shown in
Fig 10(a). These lines cannot be extracted by the
form frame detection algorithm. Before classifying
the form content components, these lines should be
extracted in advance. The in-field line detection
algorithm we use for this purpose is very similar to
that for form frame extraction. The only difference
is that the input to this algorithm is a connected
component, not a subregion of the image. In more
detail, we perform line detection on each connect-
ed component extracted by the region growing
method. If there are lines in the connected compo-
nent, the line detection algorithm will find them.
And as before, we restore broken strokes after the
line detection step. For Fig. 10(a), the result of
these steps are shown in Fig. 10(b). All the lines



detected are added to the line structure of the data
form.

4.Form Content Classification

In this section, we describe how form
content components extracted from the previous
steps are classified. We first describe the proposed
features for classification. Then, structure of the
back propagation neural network employed for the
classification work is described, followed by the
descriptions of the learning and classification steps
using the network.

A. Features of Preprinted and Filled-in
Components for Classification

The features we use for form content
classification can be categorized into two types:
one is statistical, and the other structural. These
features are described in the following, in which
the first four are statistical, and the last is struc-
tural.

(1) The aspect ratio of a connected component:

height of connected component

Feature | =
width of connected component

(2) The density of a connected component:

number of black pixels

Feature 2 =

number of pixels of connected component

(3) The density of vertical or horizontal pixels of a
connected component:

number of vertical or horizontal pixels

Feature 3 =
number of pixels of connected component

where vertical and horizontal pixels are defined in
the following way: for each black pixel in the con-
nected component, compute the number of vertical
or horizontal pixels by the four AND masks as
shown in Fig. 11; if the value of one of these
masks is equal to zero, then the pixel is regarded
as a vertical pixel or a horizontal pixel.

(4) The balance degree of a connected component:

horizontal distance from C, to C,
Feature 4 =

width of connected component

vertical distance from C, to C,
+

height of connected component

where C, is the center of the box enclosing the
connected component, and C, is the central point
of the connected component pixels.

(5) The touch of a connected component with the
form frame:

In this system, only one structural feature is
used, which is binary and indicates whether a con-
nected component touches the form frame. We call
this feature the fifth feature.

If a connected component touches the
form frame as indicated by the feature 5, then this
connected component must be a filled-in data
component. On the other hand, if the connected
component does not touch the form frames, then
we extract the four statistical features mentioned
previously and use them as input to the back
propagation neural network to classify the con-
nected component.

B. Classification by Back Propagation Neu-
ral Network

There are two reasons why we use the
back propagation network for form component
classification: it’s short response time of classifi-
cation and it’s capability of auto-analysis of input
features, although it takes longer time to complete
the learning process, and it is sensitive to the qual-
ity of training samples. In the back propagation
network, we use four input nodes in the input layer,
seven nodes in the hidden layer, and two nodes in
the output layer. The number of input nodes is
decided by the number of features. The number of
hidden nodes is decided by experience in the
learning process. And the number of output nodes
is decided by the number of classes: the preprinted
component class (class 1), and the filled-in hand-
written component class (class 2). All the connec-
tions between the input layer and the hidden layer,
and those between the hidden layer and the output



layer, are associated with weights of the network.

In the input layer, we use the linear func-
tion f{x) = x to transform the values of features into
the values of input nodes. In the hidden layer, we
use the sigmoid function to transform the values of
the linear combination of the input layer nodes into
the values of the hidden layer nodes. In the output
layer, we use the sigmoid function to transform the
values of linear combinations of the hidden layer
nodes into the values of the output layer nodes,
too.

C. Learning Process for Neural Network

Before we use the back propagation net-
work for classification, we have to train it with
given sample data. In the learning process, the
output value of the jth node of the nth layer 4" is a
non-linear function of the (n - 1)th nodes:

n n
A 5 = Tinet
= finet )
where net," is the summation function:
net" =y WA -6

in which W, is the weight of the connection from
the ith node of layer n - 2 to the jth node of layer n
- 1,and 8, is the bias of the jth node of layer n -1.

And flx) is a transfer function, for which we use
the sigmoid function. The energy function we use
is:

I i
E =EZ(T' -4)

where T, is the desired output value of the output
layer, and 4, is the inferred output value of the
output layer. In the learning process, we perform
the following steps.

Step 1. Initialize the parameters, weights,
and biases. The parameters include
the learning rate 7and a momentum
term 2. We let » = 10 and 2= 0.
The initial weights are taken to be
random numbers generated by a
random number generator.

Step 2. Start a training cycle in which the
training of a batch of training ex-
amples is performed.

Step 3. Input a training example. Let X, =
feature 1, X, = feature 2, X;= feature
3, X, = feature 4 and let desire_Y,=
I, desire_Y,= 0 if the training data
is an element of class 1, or let de-

sire_Y, = 0, desire ¥, = 1 if the
training data is an element of class
2z

Step 4. Compute Y, ,Y,, and E as follows:
net, = ZW_xhu -X,-6_h,

Hy = f(net,) = ——

l+e™

net, =Y W _hy, -H,-0_y,

Y, = f(net)) =

1+e™
| 2
E=—) (desire Y -Y
ZZ( E=¥)

where (1) W_xh are the weights
between the input layer and the
hidden layer, (2) W_hy are the
weights between the hidden layer
and the output layer, (3) 6_h are
the biases of the hidden layer, and
(4) ©_ y are the biases of the out-
put layer.
Step 5. Compute & values by
5 =Y -(1-Y)(T -Y)

S,=H,-(1-H)- YW _hy,35,.

Step 6. Compute AW values by the fol-

lowing steps.
(a)Compute AW _hy and
Al _y:
AW _hy, =n-6,-H,
Ab_y,=-n-9,.
(b)Compute AW _xh  and
Al _h:
AW _xh, =n-4,- X,
A8 _h =-1-6,.

Step 7. Add the weights and biases of the
training example in the cycle.
(a)Add the weights and biases of

the output layer:

AW _hy, = AW _hy, + AW _hy,

Al _y,=A8_y, +4A6_y,.

(b) Add the weights and biases of

the hidden laye:.
AW _xh, = AW _xh, + AW _xh,
AB_h,'=A0_h,'+AB_h,.

And repeat Step 3 to Step 7 until the
cycle ends.



Step 8. Update the weights and biases:

AW _hy,
W_hyh’ = W_hyhl +;’
n

A8
6_y =60_y, +——‘y’
n
AW _xh,

n

W _xh, =W xh, +

o h=0 h+20M
n

Repeat Step 2 through Step 8 until the
average value of £ is smaller than a threshold val-
ue T,

We train the network in the way of batch
learning. There are 200 training examples in one
cycle. The threshold value 7, is 0.02. After per-
forming these steps above, we keep the weights
and biases in files.

D. Classification Process

After learning, we can use the network for
classification according to the following steps.

Step 1. Read the weights and biases from
files.

Step 2. Input a test data. Let X, = feature 1,
X, = feature 2, X; = feature 3, X, =
feature 4.

Step 3. Compute Y, and Y, by the follow-
ing:

net,= Y W _xh X -6_h

H, = f(net,)=

-nel,

1
l+e
net, = ZW_hy,,, H,-6_y,

Y = f(net)=

l+e™

Step 4. If ¥, is larger than Y, , then the input
data is decided to belong to class 1.
Otherwise, the input data is decided
to belong to class 2.

5. Experimental Results

Many clinic data images were tested by
the proposed approach on a pentium-133 PC using
the Visual C++ language. The tested images were
obtained by scanning with an Umax vista s-8 color
scanner at 200 dpi with 256 gray levels. To de-
monstrate the performance of the back propagation
network model for classification, 386 test compo-
nents were extracted by the system and classified.

The classification rate was 94.5%. The errors
mainly come from inappropriate density values in
the extracted character components. Some experi-
mental results of segmentation form images and
classification of form content components are
shown in Fig. 12. The average times of some in-
termediate processing steps are shown in Table 1.

Table |I. Computation times of some intermediate
processing steps.

Processing step Time
Form frame extraction 10 sec.
Form content enhancement 3 sec.
(broken  stroke restoration,
frame removal, skew angle cor-
rection)
Form component extraction and | 15 sec.
in-field line detection
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6. Conclusions

A clinic document image analysis system
useful for data form segmentation and form con-
tent classification has been successfully imple-
mented. Several major achievements in different
processing stages of the system are summarized as
follows.

1. In the stage of form frame extraction, a
modified Hough algorithm for more effective line
detection and a corresponding top-down recursive
form frame detection algorithm have been pro-
posed. These algorithms can be used to extract
form frames with noise.

2. In the stage of form content enhance-
ment, a masking method has been proposed for
more effective restoration of broken strokes. A
simple frame skew angle detection method has
also been proposed.

3. In the stage of form component extrac-
tion, a component extraction algorithm using some
component merging and in-field line detection
techniques have been proposed. The algorithm is
effective for extracting Chinese characters which
are often composed of several parts.

4. In the stage of form component classifi-
cation, several new and effective features are pro-
posed and the back propagation neural network is
used effectively for classification of fill-in compo-
nents and pre-printed characters. The results of



form component classification is very useful for
the further step of form understanding.

The experimental results have revealed the
feasibility of the proposed algorithms.
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Fig. 1 Flowchart of the proposed clinic data image analysis system.
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Fig.2 A broken line.
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Fig. 3 The tree structure of frame detection results. (a) Input image. (b) Frame tree.

A

(a) (b)

Fig. 4. Examples of broken strokes. (a) Touched by a horizontal frame. (b) Touched
by a vertical frame.
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(a) (b)

Fig. 5. Three situations in which a stroke crosses a horizontal frame. (a) Crossing
horizontal frame from left-top side to right-bottom side. (b) Crossing hori-
zontal frame from upper side to lower side. (c) Crossing horizontal frame
from right-top side to left-bottom side.
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25 259 25
12 128] 128
128 128 128
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25 25 25

(a) (b) (c)

255 255
255 255
128 128
255[255/128] -« -|128]255|25
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255 255
255 255

(d) (e) (H)

Fig. 6. Three types of restoring masks for the horizontal case and three types of re-
storing masks for the vertical case. (a) The mask for horizontal state 1. (b)
The mask for horizontal state 2. (¢) The mask for horizontal state 3. (d) The
mask for vertical state 1. (¢) The mask for vertical state 2. (f) The mask for
vertical state 3.

2-13



vé|

e i
P

. St

Wi
PN ‘r:
A

Fig. 7. The gray pixels belong to form frames, and black pixels which are attached to
the horizontal frame are noise that also need be removed.

P

(a) (b)

(c) (d)

Fig. 8. Merge by morphological closing operation. (a) Source image, a Chinese char-
acter. (b) Several connected components, the result of region growing. (c)
The result of merging by morphological closing operation. The size of the
structure element for the operation is 5 x 5. (d) The single connected compo-
nent resulting from merging.
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(a) (b)

(c)

Fig. 9. Merge of components which belong to a single Chinese character with large
font size. (a) The result of region growing. (b) The result of component mer-
ge by close operation. There are still two connected components. (c) The re-
sult of merging by the proposed rule.
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Fig. 10. In-field line detection.. (a) The result of frame detection.(b) The result of in-
field line detection and restoration of broken strokes.
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Fig. 11 . Four masks used to check vertical and horizontal pixels.
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Fig. 12. An example of experimental results. (a) The source image after binarization. (b)
The form frame extraction result. (c) The broken stroke restoration result. (d) The
form component extraction result. (e) The in-field line detection and restoration re-

sult. (f)The classification result. The gray blocks are filled-in components.

2-17



H OE B R F

'sto-a-nnmln xm nin TR N
X “‘ ! ~\ “.
wg | WA

JMER R MY @Tg}imuﬁum}

ol =

;' @7"'7 5

i 7,"1/:;

(A /eiR ‘N;bcpﬁ oo

. B % vnjim
"‘02-._,_1

m (2R
o & ?%ﬂ : / . 3_03/_ ¥ROx' 20m

07 (N104)85.7x3000 3¢

s

e

@,M n

W o> oR

l:§3 L 3

(©
i = & R E
temaRWERME X W WE ®N W = & H

W IR

-1

(R R E B RERERLNEEPFEIEEL ]

. iR 2
i 3
= . m gg: g

(d)
Fig. 12. An example of experimental results (continued). (a) The source image after binariza-
tion. (b) The form frame extraction result. (¢c) The broken stroke restoration result. (d)
The form component extraction result. (¢) The in-field line detection and restoration re-

sult. (f)The classification result. The gray blocks are filled-in components.
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Fig. 12.

().

An example of experimental results (continued). (a) The source image after
binarization. (b) The form frame extraction result. (c) The broken stroke re-
storation result. (d) The form component extraction result. (e) The in-field
line detection and restoration result. (f)The classification result. The gray
blocks are filled-in components.
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