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Abstract

The objective of this paper is
object recognition system through the combination
of 2-D tactile image array and visual sensors. A
video camera is used to acquire a top view image

to develop an

of an object and two tactile sensing arrays
mounted on a gripper are used to detect the
tactile iuformation about the lateral surfaces of
the object. 3-D reference object models are

established as a decision tree, and recognition of
unknown objects 1is accomplished through neasuring
and comparing input object features hierarchically

with these of the reference objects associlated
with the decision tree.
The clustering process and recognition

procedures are described. The recognition scheme
has been implemented. The resulting decision tree
is also presented.

I. INTRODUCTION

Conventionally, object recognition
performed using visual information.
advent of tactile array semsors [1-3] also useful
for object shape measurement, we propose 1in this
paper a new approach to object recognition which
combines the use of visual and tactile
information. Non-visual information of object
shapes 1is obtained from a video camera mounted
right above the work platform, and tactile
information of lateral object shapes 1is measured
by two array sensors mounted onto the robot
grippers. Both types of 2-D shape information are
utilized for recognition. The recognition scheme
is defined 1in a hilerarchical manner, so that an
object 1is recognized first with the 2-D visual
information along, followed by, if mnecessary, the
2-D tactile information measured when the object
is grasped by the robot gripper.

The proposed approach will use
invariants [8,9] of object silhouette shapes as
the features for object recognition. The reason
for this is wofold. First, the lateral object
shapes measured with the tactile array sensor are
in low resolution because of the small array size

usually is
With the

moment

available. Also, the shapes result from touching
or taction of object surfaces on array sensor
elements, so the number of points included in a

shape ranges from one point (e.g., when the object
is a sphere), a line (e.g., when the object is a
cylinder), a surface patch (e.g., when the object
is a polyhedron), to possibly a combination of the

former three cases. The boundaries of such
shapes, especially of the first two (a point and a
line), are not meaniangful enough for most
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boundary-based shape descriptions (such as Fourier
descriptors, chain codes, syntactic string
representations, etc.) to be applicable here.
Instead it is better to base the shape analysis on
shape reglons, and moment invariants are
appropriate for this purpose. Next, since robot
manipulation on the objects is necessary, 1t is
of ten required to find out the position and the
orientation of a given object so that proper grasp
of the object with the robot gripper can be
accomplished. For this, moments turn out to be
the best choice. In particular, object centroids
and principle axes, which defines object positions

and orientations, cau be easily derived as
functions of low-order moments. The hierarchical
recognition scheme is based on a decision tree

[10] which can be constructed automatically in the
learning phase from a set of givean objects.
Object shape ambiguity is resolved further as more
tree levels are expanded until all shapes are
discriminated or until further resolution is
impossible. In the recognition phase, the
decision tree 1s traversed when input objects
features are compared with reference object
features until a decisive tree uode is reached or
unitl the input object is determined
indiscriminable in its current stahle state. For
the latter case, the gripper is operated to pick
up and rotate the object so that a new object
state can be obtained. Another phase of object
recognition is then started again.

IX. SYSTEM CONFIGURATION AND TACTILE INFORMATION
MEASUREMENT
A, System Configuration

The system we use for object recognition and
manipulation is shown in Fig. 1. Both the 1V
camera and the array seasors are controlled by a
microcomputer, The camera is mounted right oan top
of a work platform on which objects are laid. It
is assumed that the camera is far emnough from the
platform so the perspective effects on object
images can be reduced to a minimum, The camera
optical axis (going through the camera lens
center) 1is made perpendicular to the platform
plane.

The gripper includes twwo
16x16 array sensors. The elements
close enough to the array edges so
contact of an object surface with any array edge
can also be detected. The tactile iunformation
measured by touching an ildentical object from a
fixed lateral direction (fixed with respect to the
principal axis of iInertia of the object, as will
be discussed) will always be identical or stable.

we use square-shaped
are attached

that slant
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Fig. 1. System Configuration for Object
Recognition and Manipulation

Before the tactile information measurement pro-
cess can be described, we define some notations to
facilitate geometric descriptions of the system
configuration. Let AR denote the right-hand side
array sensor as viewed from the gripper wrist, and
A, denote the left~hand side one. In some cases,
AR and Ay, will also be used to specify the planes
going through the sensing-element surfaces. Each
array, after touching any object surface, will
provide an array image of tactile iuformation.
Let Iz denote the image provided by AR and Iy
provided by A;,. Let Og be the origin of the image
coordinate system for 1Ig. Og is chosen to be the
center of Ag. The origin O, for Ij is similarly
chosen. The line going through Op and Oy will be
called the gripper lateral axis and denoted by L.
Also, when Ap and A, are opened apart to the
maximum, the middle point of the line segment
joing Og and Oy, will be called the gripper center
and denoted by G. The plane

L

L
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- wrist
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Ay: right array sensor; L : gripper lateral axis:,
AL : lelt array sensor; Ly: gripper vertical axls;
Ogn: origin of Ay Py : oripper ceniral plane;
G : gripper. center; Pp : plattorm plane;
C : center of object tg: principat axis of
top—-view image; top-view object Image.

Fig. 2 Spatial relation among various system
planes, axes, and centers. "+" denotes
positive directions of axes Lj, and L.
The Object is being measured for its
tactile information from directiom 90°.
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defined by the surface of the platform will be
denoted by Pp. And the 1line going through G and
perpendicular to Pp will be called the gripper
vertical axis and denoted by Ly. The direction
defined by the vector from G to O will be called
the positive direction of Ly. Another useful
structure is the plane going through G and Ly, and
perpendicular to Ly (and so parallel to AR and Ap),
which will be called the gripper central plane
denoted by Pg. Fig. 2 shows the spatial relation
among all the geometric structures defined above.

I1I. Overview on Object Learning and Recognition
Schemes

A. Object Shape Learning

Accordingly, a block diagram showing the major
steps of the learning phase is included in Fig. 3
which needs some further explanation. After all
the refereuce objects are discriminated according
to thelir top-view silhouette boundaries, there may
still exist some groups of objects, each containing
several objects which are still visually
indiscriminable. Then, for each such group, the
gripper 1s operated to measure tactile information
for further discrimination. This precedes by first
selecting a set of preselected lateral directions
and then measuring a pair of tactile images for
each of these directions. The lateral direction
most effective for discriminating each group of
visually-ambiguous objects iIs selected. Stop if
all groups of ambiguous objects are discriminable;
repeat the process by selecting another most
effective lateral direction from the remaining
directions for each subgroup of still ambiguous
objects until all lateral directions are tried.
The above learning procedure also involves
selection of shape features from visual and tactile
object 1images for object discrimination. The
result of learning will be a lilerarchical decision
tree with each tree node represented by a group of
ambiguous or indiscri-minable objects and each tree
link associated with a most effective lateral
direction 6. The emphasis here is that the whole
learning procedure can be made fully automatic.

Take visual images of
all relecence obiscs

Muasure tactile images of ail
oblects trom & sat of
oressiected lateral diractions

Selact the mast atfacive lateral
direction ter discrminatiog exch)
graup of ambiguous objects

Fig. 3 Flowchart of learuing procedure
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TV camers
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is the oblect
discriminable?

'Measure tactite imagel
pairs from laterat
directions specified in|
decisian tree

Is the abject
discriminatie?

Change the stable
state of object

Fig. 4 Flowchart of recognition procedure

B. Object Shape Recognition

As shown in Fig. 4, the recognition procedure
begins with taking the top-view visual image of a
given unknown object after it is brought right
under the TV camera on the platform. The object
is then discriminated according to features
extracted from the visual image. If the object
is not discriminable with its visual image alone,
a pair of tactile images are then measured from
lateral direction specified in the decision tree,
After object features are extracted, the object
is discriminated further. This step may be
repeated more than once 1f the number of tree
levels 1is more than two. Most objects can be
recognized after this step.

But as mentioned previously,

there still exist

objects which are indiscriminable if they are in
certain stable states on the platform. One way
to solve the problem is to change the stable

state of the iuput object so that the originally
"invisible"” and "untouchable” object portion can

become "visible” and "touchable.”
IV. TACTILE AND VISUAL FEATURE SELECTION
A. Shape Features for Visual Recognition

Since the TV camera can take 1images with a
rather high resolution and since object
silhouette boundaries reveal, imn most cases,

enough shape information for object recognition,
the point set used for defining moments is chosen
to include just the shape boundary instead of all
silhouette points. This set will be denoted as
By. This also makes the features, to be defined

next, more Iinformative about minute details of
the shape boundaries. Furthermore, moment
computation can speed up significantly because

much less polnts are imnvolved. All features for
recognizing visual images will be denoted as vji.
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The first feature vy we use is mgg =
is the area of By. Since By 1s the silhouette
boundary, vj actually is the perimeter of the
boundary [11]. another useful shape feature is
shape elongateness or eccentricity. An
eccentricity measure in terms of central moments
is described in [12] as:

mpp which

e=[m -m ) +d4m / m
[ 02 20 11] 00
The third feature V3 we use 1is the normalized
moment of inertia around the centroid defined as
follows:
N 2 2
vy = ) [(x-%) + (y-%) ] / m
i=1 00
=(m +m )/m
20 02 00,

In the following sections, we use V to denote the
feature vector composed of the three features V)
through V3 described above, i. e., V = [vl, V9,

V3]. V will be called the visual feature vector.

B. Shape Features for Tactile Recognition

Since tactile images Iy, and Ip are measured with
a much lower resolution, all non-zero points in Iy
and Iy (resulting from contact of array sensing
elements on the surfaces) will be used to compute
the moment values. In the following, the non-zero
points in I} and IR will be denoted as By and Bg,

respectively. Features extracted from By and By
L R

will be denoted as t; and tj respectively, and

called tactile features. Also, the moments Mpq

(or qu) computed from Bg and By, will be

L _R _L

(form andm ),
Pq pq

and m
pPq

R
superscripted as m
Pq
respectively.
Again, the areas of By and Bp can be used as
tactile features.

L L L R
So we select t as m = m and t as
1 00 00 1
R ~ R
m = m . Next, since By, and Bp are mesured
00 00

with array sensors A;, and Ag fixed spatially in
position with respect to the platform plane Pp.
the locations of the centroids amd the directions

of the principle axes of By and Br reveal a

certain amount of 3-D structural information
L L

about the object. Therefore, we choose t2 and t3

to be ?L and ?L

R R _ - L
t and t to be x and y , respectively, and t
2 3 R R 4
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R
and t to be:
4
i,L
L m
t = 1/2 tan~l ( - )s
L _L
m - m
20 02
_R
R 2m
t, = 1/2 tan~1 ( 1 ).
R R
m - m
20 02

Finally, tg and t% are selected similarly to vy

as follows:

L L 2 L 2
ty = (myy T mpg)T o+ 4lmy,) /omg,,
R R R o R 2
ts = (mgy = my)” 4mp) Somgy
L L L L L
The two vectors T = [, , t , t, t, t ]' and
1 2 3 4 5
TR [ R R R R R]' 1
= t t t t together will be
r_ly 2: 3’ 4, 5 8

called the tactile feature vector and will

L R
be collected vector T = [T , T ]'.

V. REFERENCE OBJECT LEARNING
A. Decision Tree Coustructiou Overview

Let the set of reference objects be denoted by
Ry, R2, «vey Rye For each object Rj, there may
exist more than one stable state. Fach stable

state actually should be, from the view point of
object recognition, regarded as distinct 3-D object

shape. In the following the 3-D shape of the jth
state of the ith object Ry will be denoted as Syj.
Once an unknown input shape is recognized to be a
particular Sij , we can conclude that it is just

the jth stable state of object Rj. Let S denote the
set of all the 3-D shapes, 1i.e., s={sij [1= 1, 2,

eesy my G =1, 2, ..., nyf. Then the decision
tree construction may be regarded as a consecutive
partitioning of S ianto smaller subsets, with each

level of partitioning based on elther the visual or
the tactile shape features, until S 1s parcitioned
into all non-partitionable subsets. Each subset of
S is partitioned into smaller subsets according to
a clustering procedure. Thus, the decision tree
has S as 1ts root and all non-partitionable sets as
its leaf uodes.
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A non-partitionable set as a leaf node 1is either
a single-element set or a multiple-element set.
The former case means that the single element,
say Sij’ in the set can be uniquely discriminated
from other 3-D shapes in S. And the latter case
means that  any two 3-D shapes in the
multiple—element set are indiscriminable from
each other using the visual feature vector and
the tactile feature vector pair measured from any
lateral direction. On the other hand, all
non—-leaf tree nodes are multiple—element subsets
of S. In the following, we use Sj, Sj,
to denote the nlfirst—level child nodes

decision tree, S s S N
1.1 1.2 l.n1 2

the nj, 9 second-level child nodes §j;, and

In general, Sj , 1.5 +ees 1 i
1 2 m

one of the nj 3., ., mth-level child nodes
11’ i

eees Sp

of the erey to
denote
s0 on,
m-1

E]
denote
of S

LTS S

B. First-Level Partitioning Based on Visual
Feature Vector

The first-~level partitioning is
on the visual feature vector. The reason for
this is to obtain the most effective first-level
partitioning because the visual shape 1s measured
with a much higher resolution than the tactile
shape. Note that the faster the set S is
decomposed into single-element subsets (i.e., the
fewer the tree levels are), the faster the
recognition based oun the resulting decision tree
will be. Let 83 (i= 1,2, ..., n]) be a
resulting first-level node. Then, S; includes
all those 3-D shapes in S which have a specific
similar visual feature vector. ‘this common
feature vector for all shapes in S which have a
specific similar visual associated with the tree
link from S (the tree root) to Sy. Vi will be
used in the recognition phase for visual feature
matching.

always based

C. Multiple-Level Partitioning Based on Tactile
Feature Vectors -

The remaining levels of partitioning are based
on the tactile feature vector pairs measured from

a predetermined set H of lateral directioms. H
is determined 1imn this study to include angles ©
which are multiples of 30°, with 5 = g
coincident with the direction of the direction
of the principal axis of the top-view shape.
Therefore, H = {g g =1 x30°, 1 =0, 1, ...,
5}. Note that ounly 95 up to 180° mneeds to be

included because each time two lateral sides are
measured. Practical cholc of H depend on the
surface properties of the objects to be
recognized. In general, we assume that H include
d lateral directions. In the following, we
describe how to partition each first-level node
$; (1 =1, 2, uy) into multiple levels of
child nodes. Each level of partitioning will be
made most effective according to a certain
effectiveness measure defined subsequently.
First, from each lateral direction 89 in H, & =1

sy +e++y d, we measure the tactile feature vector
pair for each 3-D shape im Sj.

sy
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Based on the resulting feature
Sj can be partitioned into a set

2
Si.Z9

vector pairs,
of second-level

child nodes denoted as Si 1s

s ey

Sl . are different lateral directions

i.n1.2~ 1.3

6x in H set Pi’ defined as
{sp.5 13
=1, 2, .u., n, =1, 2, ..., d,

[T S8
|

be used to denote such a partitioning. All Pi
will be called the baslc partitioning of Si

Each Pi is a candidate for the final second-

level partitioning. Let #Pi denote the

y
number of nodes Si.j in Pi-
Obviously, the larger the number #Pi is, the
more effective the measured tactile features
direction 8y are for shape discrimination
(because the shapes in Si are separated into

from

X
more groups). Therefore, we define #P; as the
effectiveness measure lateral direction eg.
Then, we can now choose the basic partitioning

Pii with the most effective lateral

direction ek as the desired second-level
i
partitioning of S; for use in the final decision
tree. We add a subscript i to the index %3
of the most effective direction g for g to
emphasize the dependency of %3 on S;. Therefore,
for each first-level node S; in the decision
s 1 sli
ey
i.2s 1.111.2

as its child nodes which are in the second

level of the tree. Also, the lateral

direction g, and the corresponding tactile
i

feature vector pair, denoted as Ti.j’ will be

sald to be associated with the tree link from

tree, we now have

Sie1s

Si to Si:.Lj’ J = 1, 2, saey nlfz. They will be
used in the recognition phase for tactile
information measurement and feature matching.
This completes the second-level tree node
generation.

To partition any second-level multiple-element
node S;; further, we have to select the most
effective lateral direction 611 ; from all those
in H except the one Sxi already used in

P

To obtain the partitioning 1.3

partitiouing Si'

defined similarly to Pi as

Ao

_ 1
14 k=1, 2,..., n1.2.3},

(515 |
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for S1 . for a fixed 6 , the basic partitioning Py

can be utilized to speed up the process. Actually
two shapes in Si 3 should be separated into two

2
distinct Si.j.k if the two shapes appear in two

b3

2
different Si in P1

dissimilar aécording to thelr tactile feature
vector pairs measured form lateral direction 91).

(i.e., the two shapes are

2
Once Pi.j for all 92 (except 621) are obtained,

the third-level
as those for

the remaining steps to generate
tree nodes are all the same
generating the second-level ones.

Finally the above process for generating the
third-level nodes 1s repeated to generate all the
nodes of lower levels, if necessary, until every
tree node is found to include just a single shape
(or several shapes but all from a single object),
or until no more lateral direction from H is
available for partitioning any multiple-element
tree node. This completes the construction of the
decision tree.

VI. EXPERIMENTAL RESULTS

is used to

Visual

A 16x16 simulated tactile image
conduct the experiment at this stage.
images are acquired with a TV camera. Fig. 5
shows the sketches of the ten objects chosen as
the test sets. they include most angular ang
curved surfaces encountered in common ladustrial
applications.

Each stable state of an object was considered
to be a separate entity by itself. Therefore, the
recognition problem consisted of being given an
unknown object, taking its visual image and
tactile images as required, and then determining
what object it 1is and in which stable state it
lies. A cross reference table (Table 1) is
included which transposes between the actual
object mnames and stable states and the object
names Iindicated in the decision tree. The top
views (visual shapes) of the stable states of some
objects do not possess principal axis owing to
their rotational symmetry. Such object states are
not included in the experiment. Treatment of
rotationally symmetric shapes has been studied in
another research [13]. The resulting decision tree
is shown in Fig. 6.

VII CONCLUSIONS
We have demoustrated the feasibility of a
system that wutilizes a combination of visual

information and taction in the ideuntifcation and
discrimination of three dimensional objects.

A recognition scheme has been iImplemented which
succeeds 1in identifying any of the ten reference
objects placed in any of their permissable stable
states. Although the decision tree was
constructed using these objects in four specified
orientations as the "Training Set"”, the '"Test Set”
consisted of objects placed in random orientatiouns
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and this scheme successfully identified all these
stable states with satisfactory accuracy.
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Fig. 6 Decisiou tree constructed in the
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