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Abst rac t  

The o b j e c t i v e  of this   paper  i s  to  develop  an 
object   recogni   tPon  sys  tern through  the  combination 
of 2-D tact i le  image ar ray   and   v i sua l   sensors .  A 
video camera i s  u s e d  to   acqui re  a top  view image 
of an   ob jec t   and  two tact i le  sens ing   a r rays  
mounted on a g r i p p e r   a r e  used to   de t ec t   t he  
t ac t i le  informat ion   about   the   l a te ra l   sur faces  of 
t he   ob jec t .  3-D re fe rence   ob jec t  models are 
e s t a b l i s h e d   a s  a dec is ion  tree, and  recognition of 
unknown objec ts  is accomplished  through  measuring 
and  comparing  input   object   features   hierarchical ly  
with  these of the   re fe rence   ob jec ts   assoc ia ted  
with  the  decis ion tree. 

The cluster ing  process   and  recogni t ion 
procedures   are   descr ibed.  The recogni t ion scheme 
has  been  implemented. The r e s u l t i n g   d e c i s i o n  tree 
is  a l so   p re sen ted .  

I .  INTRODUCTION 

Convent ional ly ,   object   recogni t ion  usual ly  is 
performed  using  visual  information. With the 
advent  of t a c t i l e   a r r a y   s e n s o r s  [1-3] a l s o  u s e f u l  
for  object  shape  measurement, w e  p ropose   in   th i s  
paper a new approach  to   object   recogni t ion which 
combines  the use  of v i s u a l  and t a c t i l e  
information.  Non-visual  information of o b j e c t  
shapes is obtained  from a video  camera mounted 
r igh t   above   t he  work p la t form,   and   tac t i le  
information of la teral  object   shapes is measured 
by  two a r r ay   s enso r s  mounted onto  the  robot  
gr ippers .  Both  types of 2-D shape  information  are 
u t i l i z e d   f o r   r e c o g n i t i o n .  The recogni t ion scheme 
i s  def ined  in  a h i e r a r c h i c a l  manner, so t h a t  an 
o b j e c t  is  recognized f i r s t  with  the 2-D v i s u a l  
information  along,  followed  by,  if   necessary,   the 
2-D t ac t i l e   i n fo rma t ion  measured when the   ob jec t  
i s  grasped by the  robot   gr ipper .  

The proposed  approach w i l l  use moment 
i n v a r i a n t s  [ 8 , 9 ]  of ob jec t   s i l houe t t e   shapes  as 
the   fea tures   for   ob jec t   recogni t ion .  The reason 
f o r   t h i s  is twofold. F i r s t ,  t h e   l a t e r a l   o b j e c t  
shapes measured w i t h   t h e   t a c t i l e   a r r a y  sensor a r e  
i n  low resolut ion  because of the small a r r a y   s i z e  
a v a i l a b l e .  Also, the  shapes result  from  touching 
o r  t a c t i o n  of ob jec t   su r f aces  on array sensor 
e lements ,  so the number of points   included  in  a 
shape  ranges  from  one  point ( e . g . ,  when the   ob jec t  
i s  a sphere) ,  a l i ne   ( e .g . ,  when t h e   o b j e c t   i s  a 
c y l i n d e r ) ,  a sur face   pa tch   (e .g . ,  when the   ob jec t  
i s  a polyhedron), to possibly a combination of the 
former  three  cases.  The boundaries of such 
shapes ,   e spec ia l ly  of the f i r s t  two (a  point  and a 
l ine) ,   a re   no t   meaningfu l  enough f o r  most 
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boundary-based  shape  descriptions  (such  as  Fourier 
desc r ip to r s ,   cha in   codes ,   syn tac t i c   s t r i ng  
r ep resen ta t ions ,   e t c . )   t o  be appl icable   here .  
Ins tead  it is better to  base  the  shape  analysis on 
shape  regions,  and moment i n v a r i a n t s   a r e  
appropriate   for   this   purpose.   Next ,   s ince  robot  
manipulation on the  objects  is necessary, i t  is 
o f t e n  required to   f i nd   ou t   t he   pos i t i on  and  the 
o r i e n t a t i o n  of a given  object  so that  proper  grasp 
of  the  object  with  the  robot  gripper  can be 
accomplished. For t h i s ,  moments turn  out   to  be 
the   bes t   choice .   In   par t icu lar ,   ob jec t   cen t ro ids  
and p r inc ip l e   axes ,  which de f ines   ob jec t   pos i t i ons  
and o r i e n t a t i o n s ,  can be eas i ly   de r ived   a s  
func t ions  of low-order moments. The h i e r a r c h i c a l  
recogni t ion scheme i s  based on a dec is ion  tree 
[ l o ]  which  can be cons t ruc t ed   au tomat i ca l ly   i n   t he  
learning  phase from a s e t  of given  objects .  
Object  shape  ambiguity is reso lved   fur ther  as more 
tree l e v e l s   a r e  expanded u n t i l   a l l   s h a p e s   a r e  
d i s c r i m i n a t e d   o r   u n t i l   f u r t h e r   r e s o l u t i o n   i s  
impossible.   In  the  recognition  phase,   the 
dec i s ion   t r ee  fs t raversed when input   ob jec ts  
f e a t u r e s   a r e  compared with  reference  object  
f e a t u r e s   u n t i l  a dec i s ive   t r ee  node i s  reached  or 
un i t1   the   input   ob jec t  i s  determined 
ind iscr iminable   in  i t s  c u r r e n t   s t a h l e   s t a t e .  For 
the   l a t t e r   ca se ,   t he   g r ippe r  is operated  to  pick 
u p  and r o t a t e   t h e   o b j e c t  so  t h a t  a new o b j e c t  
state can be obtained.  Another  phase of o b j e c t  
recogni t ion is then   s ta r ted   aga in .  

11. SYSTEM CONFIGURATION AND TACTILE INFOKMATION 
MEASUREMENT 
A .  Sys tern Configuration -- 

The system we use for   ob jec t   recogni t ion  and 
manipulation i s  shown in  Fig.  1. Both the TV 
camera  and the   a r r ay   s enso r s   a r e   con t ro l l ed  by a 
microcomputer. The camera i s  mounted r i g h t  on top 
of a work platform on which ob jec t s   a r e   l a id .  I t  
is  assumed that   the  camera is f a r  enough  from  the 
platform so  the   pe r spec t ive   e f f ec t s  on o b j e c t  
images can be reduced  to a minimum.  The camera 
opt ical   axis   (going  through  the camera lens  
center )  is  made perpendicular   to   the  platform 
plane. 

The gr ipper  w e  u se  includes two square-shaped 
16x16 a r r ay   s enso r s .  The elements   are   a t tached 
c l o s e  enough to   the  array  edges so t h a t   s l a n t  
contac t  of an object   surface  with  any  array  edge 
can a l s o  be detected.  The t ac t i l e   i n fo rma t ion  
measured by touching   an   ident ica l   ob jec t  from a 
f ixed   l a t e ra l   d i r ec t ion   ( f ixed   w i th   r e spec t   t o   t he  
p r i n c i p a l   a x i s  of i n e r t i a  of the   ob jec t ,   as  w i l l  
be discussed)  will always be i d e n t i c a l   o r   s t a b l e .  
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Fig. 1. System  Configuration  for  Object 
Recognition  and  Manipulation 

Before  the tact i le  information  measurement  pro- 
cess can be descr ibed,  w e  def ine some nota t ions   to  
f a c i l i t a t e   g e o m e t r i c   d e s c r i p t i o n s  of the  system 
conf igura t ion .   Le t  AR denote  the  r ight-hand  side 
a r r ay   s enso r  as viewed  from  the  gripper wrist, and 
AL denote the left-hand  side  one.   In some cases, 
AR and AL w i l l  a l s o  be u s e d  to   spec i fy   the   p lanes  
going  through  the  sensing-element  surfaces. Each 
a r r ay ,   a f t e r   t ouch ing   any   ob jec t   su r f ace ,  w i l l  
p rov ide   an   a r r ay  image  of tac t i le   in format ion .  
Let IR denote  the image provided by AR and IL 
provided by AL. L e t  OR be t h e   o r i g i n  of the image 
coordinate   system  for  IR. OR i s  chosen  to be the 
c e n t e r  of AR. The o r i g i n  OL f o r  IL is  s i m i l a r l y  
chosen. The l ine  going  through OR and OL will be 
ca l l ed   t he   g r ippe r  la teral  axis  and  denoted by LL. 
Also, when AR and AL are opened a p a r t   t o   t h e  
maximum, the  middle   point  of t h e   l i n e  segment 
j o i n g  OK and OL w i l l  be ca l l ed   t he   g r ippe r   cen te r  
and  denoted by G. The plane 

'i 

A": righl array sensor; L,: grlpper  lateral axis:. 

A, : 

0" : 

G :  

c :  

Fig. 2 

iell array sensor; 

origln of A; 

gripper center: 

center of oblect 
top-view image: 

L., : gripper vertical 11x1s: 

Pa : gripper  central plane: 

Pp : platform plane: 

: principal  axia of 
top-view object Image. 

S p a t i a l   r e l a t i o n  among var ious sys tem 
planes,   axes ,   and  centers .  "i" denotes 
p o s i t i v e   d i r e c t i o n s  of axes LL and LC. 
The Object  is being  measured  for i t s  
tact i le  information  f rom  direct ion 90". 

defined by the  surface  of   the  platform will be 
denoted by Pp. And the  l ine  going  through G and 
perpendicular   to  Pp will be called the   g r ippe r  
v e r t i c a l  axis and  denoted by Lv. The d i r e c t i o n  
def ined  by the  vector  from G t o  OR will be  c a l l e d  
t h e   p o s i t i v e   d i r e c t i o n  of LL. Another u s e f u l  
structure is the  plane  going  through G and Lv, and 
perpendicular   to  LL (and so p a r a l l e l   t o  AR and  AL), 
which will be c a l l e d  t he   g r ippe r   cen t r a l   p l ane  
denoted by PG. Fig. 2 shows the s p a t i a l   r e l a t i o n  
among a l l  the  geometr ic   s t ructures   def ined  above.  

111. Overview on Object  Learning  and  Recognition 
Schemes 

A. Object  Shape  Learning 
Accordingly, a block  diagram  showing  the  major 

s t e p s  of the  learning  phase is  included  in   Fig.  3 
which  needs some f u r t h e r   e x p l a n a t i o n .   A f t e r   a l l  
the   re fe rence   ob jec ts  are d iscr imina ted   accord ing  
t o   t h e i r  top-view s i lhouet te   boundar ies ,   there  may 
s t i l l  e x i s t  some groups of ob jec ts ,   each   conta in ing  
s e v e r a l   o b j e c t s  which are s t i l l  v i s u a l l y  
indiscr iminable .  Then, for  each  such  group,  the 
gr ipper  is operated  to measure tact i le  information 
for   fur ther   discr iminat ion.   This   precedes by f i r s t  
s e l e c t i n g  a set of prese lec ted  la teral  d i r e c t i o n s  
and  then  measuring a p a i r  of t a c t i l e  images f o r  
each  of   these  direct ions.  The lateral d i r e c t i o n  
most effect ive  €or   discr iminat ing  each  group of 
visually-ambiguous  objects is se l ec t ed .   S top   i f  
a l l  groups of ambiguous  objects   are   discr iminable;  
repeat the  process by s e l e c t i n g   a n o t h e r  most 
e f f e c t i v e  la teral  direct ion  f rom  the  remaining 
direct ions  for   each  subgroup of s t i l l  ambiguous 
o b j e c t s   u n t i l  a l l  lateral d i r e c t i o n s   a r e   t r i e d .  
The above  learning  procedure  a lso  involves  
s e l e c t i o n  of shape  features  from  visual  and tac t i le  
o b j e c t  images fo r   ob jec t   d i sc r imina t ion .  The 
result  of learn ing  w i l l  be  a l i i e r a rch ica l   dec i s ion  
t ree   wi th   each  tree node  represented by a group of 
ambiguous  or  indiscri-minable  objects  and  each tree 
l ink   a s soc ia t ed   w i th  a most e f f e c t i v e   l a t e r a l  
d i r e c t i o n  8 .  The emphasis  here i s  t h a t   t h e  whole 
learning  procedure  can be made ful ly   automatic .  

(.-> 
Fig. 3 Flowchart of learning  procedure 
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Fig. 4 Flowchart of recognition  procedure 

B. Object  Shape  Recognition 

A s  shown in   F ig .  4 ,  the   recogni t ion  procedure 
begins  with  taking  the top-view v i s u a l  image of a 
given unknown o b j e c t   a f t e r  it is brought   r igh t  
under  the TV camera on the  platform. The o b j e c t  
i s  then  discr iminated  according  to   features  
e x t r a c t e d  from  the  visual  image.  If   the  object 
i s  not   discr iminable   with i t s  v i s u a l  image alone,  
a p a i r  of tact i le  images are then measured from 
la te ra l  d i r ec t ion   spec i f i ed   i n   t he   dec i s ion  tree. 
A f t e r   o b j e c t   f e a t u r e s  are ex t r ac t ed ,   t he   ob jec t  
i s  d iscr imina ted   fur ther .   This   s tep  may be 
repeated more than  once i f   t he  number of tree 
l e v e l s  is more than two. Most objec ts   can  be 
r ecogn ized   a f t e r   t h i s  s t e p .  

B u t  as  mentioned  previously,  there s t i l l  e x i s t  
o b j e c t s  which a re   ind iscr iminable   i f   they  are i n  
c e r t a i n  stable s t a t e s  on the  platform. One  way 
to  solve  the  problem is  to  change  the  stable 
state of the   input   ob jec t  so  t h a t   t h e   o r i g i n a l l y  
" invis ible"   and  "untouchable"   object   por t ion  can 
become "visible"  and  "touchable.  '* 
I V .  TACTILE AND VISUAL FEATURE SELECTION 

A. Shape Fea tu res   fo r  V i s u a l  Recognition 

Since  the TV camera  can  cake  images  with a 
r a the r   h igh   r e so lu t ion  and  s ince  object  
s i lhouet te   boundaries   reveal ,   in   most   cases ,  
enough  shape  information  for  object  recognition, 
t he   po in t  set used  for   def ining moments is chosen 
to  include  just   the  shape  boundary  instead of a l l  
s i l houe t t e   po in t s .   Th i s  set  w i l l  be denoted as 
Bv. This   a l so   mkes  the fea tu res ,   t o  be defined 
n e x t ,  more informative  about   minute   detai ls  of 
the  shape  boundaries.  Furthermore, moment 
computation  can  speed up s igni f icant ly   because  
much less poin ts  are involved. A l l  f e a t u r e s   f o r  
recogniz ing   v i sua l  images w i l l  be denoted  as  vi .  

The f i r s t   f e a t u r e  VI w e  u s e  i s  moo = TOO which 
i s  the  area of Bv. Since BV is  the   s i l houe t t e  
boundary, v1 a c t u a l l y   i s   t h e   p e r i m e t e r  of the 
boundary [ll]. another   usefu l   shape   fea ture  is 
shape   e longateness   o r   eccent r ic i ty .  An 
e c c e n t r i c i t y  measure i n  terms of c e n t r a l  moments 
i s  descr ibed in  [12]  as:  

The t h i r d   f e a t u r e  V3 w e  use i s  the  normalized 
moment of iner t ia   a round  the   cen t ro id   def ined   as  
follows: 

In  the  fol lowing  sect ions,  w e  u se  V to  denote  the 
f e a t u r e   v e c t o r  composed of   the  three  features  V 1  
through V3 described  above, i. e. , V = [ v l ,  v2, 
v3]. V w i l l  be ca l l ed   t he   v i sua l   f ea tu re   vec to r .  

B. Shape Features fo r   Tac t i l e   Recogn i t ion  

S i n c e   t a c t i l e  images IL and IR a r e  measured  with 
a much lower   r e so lu t ion ,   a l l  non-zero  points  in IL 
and IR ( r e s u l t i n g  from contac t  of a r ray   sens ing  
elements on the  surfaces)  w i l l  be used  to compute 
the moment values.  In  the  following,  the  non-zero 
po in t s   i n  IL and IR w i l l  be denoted  as  BL and B R ,  
respec t ive ly .  Features ex t rac ted  from BL and BR 

w i l l  be denoted  as t i  and t j  respectively,   and 
c a l l e d  t ac t i l e   f ea tu re s .   A l so ,   t he  moments Inpq 

(or  mpq)  computed from BR and BL w i l l  be 

supe r sc r ip t ed   a s  m and m (or  m and m 1, 

respec t ive ly .  

t a c t i l e   f e a t u r e s .  

So we s e l e c t  t a s  m = m and t as 

L R 

R L -R -L 

PQ Pq Pq Pq 

Again,  the  areas of BL and BR can be used as 

J> L -L R 

1 00 00 1 

R 
m =  

- R  

00 
m . Next,  since BL and BK are mesured 

00 
wi th   a r ray   sensors  AL and AR f i x e d   s p a t i a l l y   i n  
posi t ion  with  respect   to   the  platform  plane Pp.  
the   loca t ions  of the  centroids  and  the  directions 
of the  principle  axes  of BL and BR revea l  a 
c e r t a i n  amount of 3-D s t ruc tura l   in format ion  

about  the  object.   Therefore,  we choose t2 and t 
L L 

3 

to be 3 and yL 

R R L 

2 3 R R 4 
t and t to  be x and 7 , r e s p e c t i v e l y ,  and t 
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and t t o  be: 
R 

4 

m -  m 
20 02 

- R 

F i n a l l y ,  tL and   a r e  selected s imi l a r ly   t o  v2 

as   fo l lows:  
5 t5  

L L L L L L  
The two vec tors  T = [ t l ,  t t t t 1 '  and 

2 '  3'  4' 5 

R R R R K R  
T = [ t , t  t t 1 '  together  will be 

1 2 '  3'  t49 5 

c a l l e d   t h e  tact i le  f ea tu re   vec to r   and  will 

be co l l ec t ed   vec to r  T = [T , T ] I .  

L R  

V .  REFERENCE OBJECT LEARNING 

A .  Decision  Tree  Construction  Overview 

L e t  the set of re ference   ob jec ts  be denoted by 
R 1 ,  R2,  . . . , R,. For  each  object R 1 ,  there  may 
e x i s t  more than  one  stable state. Each s t a b l e  
s t a t e   ac tua l ly   shou ld   be ,  from the view poin t  of 
ob jec t   recogni t ion ,   regarded  as d i s t i n c t  3-D o b j e c t  
shape.  In  the  following  the 3-D shape of t h e   j t h  
s t a t e  of the i t h   o b j e c t  R i  w i l l  be denoted a s  S i j .  
Once an unknown input   shape is recognized  to be a 
p a r t i c u l a r  S i j  , w e  can  conclude  that  i t  i s  j u s t  
t h e  jth s t a b l e   s t a t e  of o b j e c t  R i .  L e t  S denote  the 
s e t  of a l l  the 3-D shapes, i .e. ,  S={ S i j  I i = 1, 2 ,  ..., m, j = 1, 2 ,  ..., n i } .  Then the   dec is ion  
t r ee   cons t ruc t ion  may be regarded as a consecut ive 
p a r t i t i o n i n g   o f  S i n t o  smaller subsets ,   wi th   each 
l e v e l  of par t i t ion ing   based   on   e i ther   the   v i sua l   o r  
t h e  tact i le  shape   f ea tu re s ,   un t i l  S is p a r t i t i o n e d  
i n t o   a l l   n o n - p a r t i t i o n a b l e   s u b s e t s .  Each subse t  of 
S is p a r t i t i o n e d   i n t o  smaller subsets according  to  
a cluster ing  procedure.  Thus, the   dec is ion  tree 
has S as i ts  r o o t  and a l l   n o n - p a r t i t i o n a b l e  sets as 
i t s  leaf  nodes. 

A non-pa r t i t i onab le   s e t  as a leaf  node is  e i t h e r  
a single-element se t  o r  a multiple-element set. 
The former case means that the  s ingle   e lement ,  
say S i j ,  i n   t he  set can be uniquely  discr iminated 
from  other 3-D shapes  in  S. And the  lat ter case 
means t h a t  any two 3-D shapes  in   the 
multiple-element set  a re   i nd i sc r iminab le  from 
each   o the r   u s ing   t he   v i sua l   f ea tu re   vec to r   and  
the tact i le  f ea tu re   vec to r  pa i r  measured  from  any 
la te ra l  d i r e c t i o n .  On the   other   hand,  a l l  
non-leaf tree nodes are multiple-element  subsets 
of S. In  the  following, w e  use S i ,  S2, ... , Sn 
to  denote  the n f i r s t - l e v e l   c h i l d  nodes 

of the  decision tree, S 

denote  the n1.2 second-level  child  nodes  Si,   and 
so on. In genera l ,   S i l ,  i*, 

1 

1.1' s1.23 
...) s to 

1.n 1.2 

i m - l ,  im 

of s i 1 9  i 2 1 . .  . im-l. 

denote  one of the "1.2.. .,, mth-level  child  nodes 

R. F i r s t -Leve l   Pa r t i t i on ing  Based on Visual 
Feature Vector 

The f i r s t - l e v e l   p a r t i t i o n i n g  is always  based 
on   t he   v i sua l   f ea tu re   vec to r .  The reason   for  
t h i s  is to   ob ta in   the  most e f f e c t i v e   f i r s t - l e v e l  
par t i t ioning  because  the  visual   shape i s  measured 
with a much h igher   reso lu t ion   than   the  tact i le  
shape.  Note t h a t   t h e   f a s t e r   t h e  set S is 
decomposed in to   s ing le -e l emen t   subse t s   ( i . e . ,   t he  
fewer  the tree l e v e l s   a r e ) ,   t h e   f a s t e r   t h e  
recognition  based on t h e   r e s u l t i n g   d e c i s i o n  tree 
will be. L e t  S i   ( i  = 1, 2 ,  . , . , n l )  be a 
r e s u l t i n g   f i r s t - l e v e l  node.  Then, S i   i nc ludes  
a l l  those 3-D shapes  in  S which  have a s p e c i f i c  
similar v i s u a l   f e a t u r e   v e c t o r .   t h i s  common 
f e a t u r e   v e c t o r   f o r   a l l   s h a p e s   i n  S which  have a 
s p e c i f i c  similar v i sua l   a s soc ia t ed   w i th   t he  tree 
l i n k  from S ( t h e  tree r o o t )   t o   S i .  V i  w i l l  be 
used in   t he   r ecogn i t ion  phase  f o r   v i s u a l   f e a t u r e  
matching . 
C. Mult iple-Level   Par t i t ioning Based on T a c t i l e  
Feature  Vectors 

The remaining  levels  of p a r t i t i o n i n g  are based 
on t h e   t a c t i l e   f e a t u r e   v e c t o r   p a i r s  measured  from 
a predetermined set H of lateral d i r e c t i o n s .  H 
is de termined   in   th i s   s tudy   to   inc lude   angles  9 
which are   mul t ip les  of 30°,  with 0, = 00 

coinc ident   wi th   the   d i rec t ion  of t h e   d i r e c t i o n  
of t h e   p r i n c i p a l   a x i s  of the  top-view  shape. 
Therefore, H = { e  le ; i x 30°, i = 0,  1, ..., 
51 . Note that   only up t o  180' needs  to be 
included  because  each time two l a t e r a l   s i d e s  are 
measured. P rac t i ca l   cho ice  of H depend on the 
su r face   p rope r t i e s  of t h e  ob jec t s   t o  be 
recognized.  In  general, we assume t h a t  H include 
d l a t e ra l   d i r ec t ions .   In   t he   fo l lowing ,  we 
descr ibe  how t o   p a r t i t i o n   e a c h   f i r s t - l e v e l  node 
Si ( i  = 1, 2 ,  ..., n l )   i n t o   m u l t i p l e   l e v e l s  of 
chi ld   nodes.  Each l e v e l  of p a r t i t i o n i n g  w i l l  be 
made most e f f ec t ive   acco rd ing   t o  a c e r t a i n  
e f f e c t i v e n e s s  measure defined  subsequently.  
F i r s t ,  from  each lateral d i r e c t i o n  82 i n  H ,  R = 1 
, ..., d ,  we measure  the t a c t i l e   f e a t u r e   v e c t o r  

p a i r   f o r   e a c h  3-D shape  in  Si .  

-- 

~- 
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Based on t h e   r e s u l t i n g   f e a t u r e   v e c t o r   p a i r s ,  
S i   c a n  be p a r t i t i o n e d   i n t o  a se t  of second-level 

c h i l d  nodes  denoted as 8 
s9- i . n  SR are d i f f e r e n t  lateral d i r e c t i o n s  

1.j 

OR i n  H set P i ,  defined as 

i = 1 ,  2 ,  ..., nl ,  R = 1 ,  2 ,  ..., d,  

will be c a l l e d  t he   bas i c   pa r t i t i on ing   o f  S 
be  used  to  denote  such a p a r t i t i o n i n g .  A l l  4; 
Each is a candidate fo r   t he   f i na l   s econd-  

l eve l  p a r t i t i o n i n g .  L e t  //$; denote  the 

i 

number of nodes {. in Pi.  R 

Obviously,   the  larger  the number //$; i s ,  the 
more e f f ec t ive   t he  measured t a c t i l e   f e a t u r e s  from 
d i r e c t i o n  88 are   for   shape   d i scr imina t ion  
(because  the  shapes  in S i  are sepa ra t ed   i n to  

more groups).   Therefore,  w e  def ine  #Pi  as the 
R 

e f f e c t i v e n e s s  measure la teral  d i r e c t i o n  
Then, w e  can now choose  the  basic   par t i t ioning 

,aii with  the most e f f e c t i v e   l a t e r a l  
d i r e c t i o n  e as the  desired  second-level 

p a r t i t i o n i n g  of S i  f o r  u s e  i n   t h e   f i n a l   d e c i s i o n  
tree. We add a s u b s c r i p t  i to  the  index R i  
of the most e f f e c t i v e   d i r e c t i o n  e f o r  s t o  

R i  

R .  i 
1 

emphasize  the  dependency of R i  on S i .  Therefore, 
f o r  e a c h   f i r s t - l e v e l  node  Si i n   t he   dec i s ion  

1, 2 ,  A, 

as i ts  c h i l d  nodes  which are in   the  second 
l e v e l  of the   t ree .   Also ,   the   l a te ra l  
d i r e c t i o n  8 , and the   cor responding   tac t i le  

feature   vector   pair ,   denoted as T i . j ,  w i l l  be 
said to  be assoc ia ted   wi th   the   t ree   l ink  from 

S .  t o  S i a j ,  j = 1, 2 ,  ..., n 1 . 2 .  They w i l l  be 
u s e d  in   the   recogni t ion   phase   for   t ac t i le  
information measurement  and feature  matching. 
This  completes  the  second-level  tree node 
generat ion.  

node S i j   f u r t h e r ,  we have  to   select   the  most 
e f f e c t i v e  la teral  d i r e c t i o n  from a l l  those 

i n  H except   the one already used  i n  

p a r t i t i o n i n g  Si. To o b t a i n   t h e   p a r t i t i o n i n g  2 
def ined   s imi la r ly   to  $; a s  

I i  

'i 

To parti t ion  any  second-level  multiple-element 

1. j 

i 

i. j 

f o r  S f o r  a f ixed  OR, the b a s i c   p a r t i t i o n i n g  pi 
can be u t i l i zed   to   speed  up the  process.  Actually 
two shapes  in S should be sepa ra t ed   i n to  two 

d i s t i n c t  S 1 . j  .k i f  the two shapes  appear  in two 

d i f f e r e n t  SR i n  P: ( i . e . ,   the  two shapes are 
dissimilar acco rd ing   t o   t he i r  tactile f e a t u r e  
vec tor  pairs measured  form l a t e r a l   d i r e c t i o n  e ). 

i . j  

i. j 
R 

i. j 

R 

the  remaining  steps  to  generate  the  third-level 
tree nodes are a l l  the same as   t hose   fo r  
generating  the  second-level  ones.  

Final ly   the  above  process   for   generat ing  the 
third-level  nodes is repeated  to  generate a l l  t h e  
nodes  of   lower   levels ,   i f   necessary,   unt i l   every 
tree node is found to   inc lude  j u s t  a s i n g l e  s h a p e  
(or   several   shapes  but  a l l  from a s i n g l e   o b j e c t ) ,  
or u n t i l  no more la teral  d i r e c t i o n  from H is 
ava i lab le   for   par t i t ion ing   any   mul t ip le -e lement  
t r e e  node.  This  completes  the  construction of the 
decis ion tree. 

V I .  EXPERIMENTAL RESULTS 

A 16x16 s i m u l a t e d   t a c t i l e  image i s  u s e d  t o  
conduct  the  experiment a t   t h i s   s t a g e .   V i s u a l  
images a re   acqui red   wi th  a TV camera.  Fig. 5 
shows the  sketches of the  ten  objects  chosen as 
t h e   t e s t  sets. they  include  most  angular -.nQ 
curved  surfaces  encountered  in common il1.lus t r i a l  
appl ica t ions .  

Each s t a b l e   s t a t e  of an   ob jec t  was considered 
to  be a s e p a r a t e   e n t i t y  by i t se l f .   Therefore ,   the  
recognition  problem  consisted  of  being  given  an 
unknown ob jec t ,   t ak ing  i ts  v i s u a l  image and 
t a c t i l e  images as requi red ,  and  then  determining 
what o b j e c t  i t  i s  and i n  which s t a b l e   s t a t e  i t  
l ies .  A cross   re fe rence   t ab le  (Tab le  1 )  i s  
included  which  transposes  between  the  actual 
o b j e c t  names and s t a b l e  states and  the  object  
names indica ted   in   the   dec is ion  tree. The top 
views  (visual  shapes) of t h e   s t a b l e  states of some 
o b j e c t s  do not   possess   p r inc ipa l   ax is  owing to  
t h e i r   r o t a t i o n a l  symmetry.  Such o b j e c t   s t a t e s   a r e  
not  included  in  the  experiment.   Treatment of 
rotationally  symmetric  shapes  has  been s t u d i e d  i n  
another   research   [13] .  The r e su l t i ng   dec i s ion   t r ee  
is shown i n  Fig. 6 .  

V I 1  CONCLUSIONS 

We have  demonstrated  the  feasibi l i ty  of a 
sys t em  tha t   u t i l i ze s  a combination of v i s u a l  
information  and  tact ion  in   the  ident i fcat ion  and 
discr iminat ion of three  dimensional  objects.  

A recogni t ion scheme has  been  implemented  which 
succeeds  in   ident i fying  any of the  ten  reference 
objects  placed  in  any of the i r   permissable   s tab le  
states. Although  the  decision  tree was 
constructed  using  these  objects   in  f o u r  spec i f ied  
or ien ta t ions   as   the   "Tra in ing  S e t " ,  the  "Test  Set" 
consis ted of ob jec ts   p laced   in  random o r i e n t a t i o n s  
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and   t h i s  scheme s u c c e s s f u l l y   i d e n t i f i e d  a l l  these 
s t a b l e  states wi th   s a t i s f ac to ry   accu racy .  
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i l l  IbJect 1 OI a1-t a 1,) Wtct 9 111 ObJUt IO 

Fig.  5  Sketches  of  reference  objects  used  in 
experiments 

O&IECT W E  IN TREE  CORRESPONOING  OBJECT NlMBER STABLE STATE 

i 
J 
K 
L 
n 
n 
0 

a 
5 

U 
Y 
Y 
X 
I 
Z 
cc 
LE 
FF 

9 
2 
6 
6 
6 
10 
10 
10 

3 
4 
1 
I 
1 
I 
1 
5 
5 
s 
9 

7 
7 

la 

a 
a 
b 
6 
I 
b 
E 
a 
a 
b 
c 
a 
b 

d 
c 

a 
a 
a 
b 

d 
c 

e 
a 
b 
C 
d 
c 
d 
e 

Table 1 Cross   re fe rence   t ab le   for   ob jec t  names 
and   s t ab le  states. 

Fig.  6  Decision tree cons t ruc t ed   i n   t he  
experiment 
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