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ABSTRACT 
 

A vision-based approach to security patrolling in 
indoor environments using autonomous vehicles is 
proposed. A small vehicle with wireless control and 
image grabbing capabilities is used as a test bed. Three 
stages of security patrolling are proposed. First, a 
simple learning strategy is designed for flexible learning 
of reachable spots and monitored objects in indoor 
environments. Accordingly, a planned path is obtained, 
and monitored objects and doors are specified by 
analyzing user commands. Next, following the learned 
path, the vehicle can accomplish specified navigation 
sessions. Two methods, one for mechanic error 
correction modeling and the other for vehicle position 
modification by monitored object positions, are 
proposed for navigation accuracy maintenance. Finally, 
an object matching algorithm is used for checking the 
existence of monitored objects and the status of door 
opening. Experimental results show the flexibility and 
feasibility of the proposed approach. 

1. INTRODUCTION 

The goal of this study is to design an intelligent 
system for indoor security patrolling by means of a 
vehicle. It is desired to design the system to be capable 
of indoor navigation and security monitoring, including 
object existence verification and door situation 
recognition. To achieve this goal, learning of navigation 
paths and recording of the features of monitored objects 
are required before the vehicle can navigate 
automatically. 

Li [10] proposed a learning method for dealing 
with complicated surroundings as well as techniques for 
autonomous vehicle navigation. The user controls the 
vehicle to patrol and analyze the captured image in the 
learning process, and a navigation map is created 
dynamically. The vehicle can keep away from obstacles 
when it navigates automatically. Chen [12] proposed 
two navigation modes and a fuzzy guidance technique. 
A navigation map is created by two kinds of learned 
data and the fuzzy technique is applied to achieve 

vehicle guidance with an obstacle avoidance capability. 
It is usually difficult to segment objects from 

complicated background in images. Kass, WitKin, and 
Terzopoulos [1] proposed the snake algorithm to 
segment patterns in the image. However, there are some 
drawbacks in the algorithm. Some researches [2-6] tried 
to improve the algorithm by more complicated 
techniques. After detecting an object from the image, 
the features of the object is recorded in the learning 
process. In order to represent the shapes of objects, 
Sussman [7] mentioned the technique of fitting an 
ellipse to a set of data points by using the least square 
fitting technique. And Pilu, Fitzgibbon, and Fisher [8] 
proposed the ellipse representation of object pixels by 
using the edge pixels of the object. 

Most vision-based methods for vehicle guidance 
use 3-D vision techniques. Instead, to accelerate the 
vehicle navigation speed, we adopt the 2-D vision 
approach. Accordingly, we adopt a technique for 
mapping vehicle location in an acquired image into the 
real vehicle location in the environment space. We call 
the technique location mapping calibration in this study. 
Furthermore, the vehicle we use for this study, like most 
vehicles, has precision errors in mechanic control of 
vehicle directions, and so we have developed a 
mechanic error correction method in this study to 
improve vehicle guidance precision. We also have 
designed a simple and flexible learning process in 
which no vision is used except when recording of the 
features monitored objects and doors is conducted. 
Instead, only the positions and directions of the vehicle 
at turning spots in a navigation path, which consists of 
line segments, are recorded and processed into a map of 
graphs with nodes representing turning points. We have 
also improved the snake algorithm for monitored object 
detection and designed a method for door opening 
statue checking. Finally, we have designed a method for 
correcting vehicle locations by the use of learned object 
locations. 

The remainder of this thesis is organized as follows. 
In Section 2, the system configuration is described. In 
Section 3, the proposed methods for location mapping 
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calibration and mechanic error correction are described. 
The proposed learning process and object detection 
method are described in Section 4. The proposed 
vehicle navigation process, the strategies for navigation 
accuracy maintenance, object recognition, and judgment 
of the door situation are described in Section 5. Some 
experimental results are given in Section 6. Finally, 
some conclusions are included in Section 7. 

2. SYSTEM CONFIGURATION 

The vehicle used in this study as a test bed is shown 
in Fig. 1. There are two larger wheels and one auxiliary 
small wheel at the rear of the vehicle. A camera and an 
odometer are equipped on the vehicle together with an 
embedded hardware system. The odometer provides the 
location of the vehicle in each navigation session. The 
direction of the vehicle is also computed and provided 
by the vehicle system. The origin of space coordinate 
system is taken to be the start position of the vehicle. 

There is a wireless device in the vehicle and 
another in the PC. Commands issued be the user from 
the PC may be transmitted to the wireless signal 
receiver on the vehicle through an access point in a 
wireless network system in the environment. Also, the 
image grabbed by the camera on the vehicle may be 
transmitted to the PC for monitoring by the user. 

 

 
Fig. 1 The vehicle used in this study. 

 

3. LOCATION MAPPING CALIBRATION AND 
MECHANIC ERROR CORRECTION 

We process an image captured by the camera to 
obtain the relative position between an object and the 
vehicle. The method is 2-D in nature. It is described in 
Section 3.1. On the other hand, the odometer and the 
vehicle system provide the positions and the directions 
of the vehicle in the environment during each 
navigation session. Possible mechanic errors might 
cause the real positions of the vehicle to deviate from 
the values provided by the odometer. The proposed 
correction method to reduce such mechanic errors is 
described in Section 3.2. 

3.1. Location mapping calibration 

We use a point set P = {P00, P01, …,Pmn} whose 
coordinates in the vehicle coordinate system (VCS) 
attached on the floor are known in advance, and their 
corresponding pixel set V = {V00, V01, …, Vmn} 
appearing in the image, to compute the VCS coordinates 

of a set of pixels by using an interpolation method. The 
method is illustrated in Fig. 2. 

More specifically, given a pixel I in the image, 
which falls in a region with four corner points Pij, P(i+1)j, 
Pi(j+1), and P(i+1)(j+1) of P whose vehicle coordinates are 
known, we utilize the image distances between I and the 
four lines formed by Pij, P(i+1)j, Pi(j+1), and P(i+1)(j+1) as 
weights to compute the relative vehicle coordinates of I 
in the interpolation. The details are ommited. 

 

 
(a) (b) 

Fig. 2 Illustration of interpolation. (a) A region contains 
point I in a image. (b) Mapping of the region onto a 
floor region in vehicle coordinate system (real space).

 

3.2. Mechanic error correction 
There are two problems caused by mechanic 

precision errors. One is that the moving path is a curve 
in a line following session. The other is that the actual 
position at each navigation spot is different from the 
position and direction provided by the vehicle system. 

As shown in Fig. 3, assume that the vehicle moves 
from a start position P0 and arrives supposedly at 
another position Pc in a straight-path navigation session. 
But the position specified by the coordinates provided 
by the odometer is actually point P1 instead of Pc 
because the vehicle has moved through a curve path due 
to certain mechanic error accumulation. Also the 
direction, which is supposed to be the original one set at 
the start position, has actually been rotated for an angle 
of θ. 

Because the path of the vehicle is a curve, we 
compute a curve equation to represent the path. In more 
details, at first we measure the vertical deviation 
distances manually when the vehicle navigates forward 
for a number of equal distances. According to the 
deviation values, we compute a second-order equation y 
= ax2 + bx + c by a curve fitting technique, as shown in 
Fig. 4. Among the equation, x is the distance between 
the starting position P0 and the position P1, and y is the 
deviation distance from the expected path. 

In Fig. 3, the vehicle starts moving from point P0(x0, 
y0) toward the goal point P1(x1, y1). The final position 
the vehicle arrives at is point Pc(xc, yc). We compute the 
distance xd as xd = 2

1 0 1 0( ) ( 2)x x y y− + − . Utilizing xd and 

the curve equation y = ax2 + bx + c, the deviation 
distance yd can be computed to be yd = axd

2 + bxd + c for 
use in the navigation. 
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Fig. 3 Illustration of mechanic error correction. 
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Fig. 4 A figure of the error correction curve. 

 
Furthermore, to get the rotation angle θ shown in 

Fig. 3, we utilize the tangent of the curve  
to compute the direction of the curve at the location 
with deviation x

2y ax′ = + b

d as a vector ][1, 2 db ax b= +
v

. Also, the 
direction of the x-axis may be specified as a unit vector 

][1, 0a =v . So, we can get the angle θ at the deviation xd 

by the formula θ = cos−1( /a b⋅
rv a b

vv ). Then we can use 
coordinate transformation to get the coordinates of point 
Pc as follows:  

0c d dx x cos y sin xθ θ= − + ; 0c d dy x sin y cos yθ θ= + + . 

4. LEARNING STRATEGIES FOR INDOOR 
NAVIGTAION 

The purpose of learning in this study is to gather 
appropriate features of the environment for smooth and 
stable guidance of the vehicle during navigation. Two 
kinds of navigation data are used in this study. One is 
path data and the other is object data. An example of 
learning process is shown in Fig. 5. 

An improved snake algorithm is proposed in the 
study to detect an object region in the image. After 
detecting an object region, three features of the object 
are computed as learned data for use when the vehicle 
monitors the objects during navigation. 

4.1 Process of Learning Navigation Paths 

A user gathers patrolling path data, by using the PC 
through wireless network, to control the vehicle to 
patrol in the environment. An example of path learning 
results is shown in Fig. 6. 

The coordinates of each vehicle position recorded 
in the learning process are called “node”. At the 
beginning, we record the first node as (x0, y0) = (0, 0) 
into the set Npath and mark the node as N0 with index 0 
at the start position. Then, we record the node Ni(xi, yi) 
into the set Npath by taking the values of the odometer (xi, 
yi) and mark the node Pi  with the next index number, 

when the vehicle is at one of the following three 
situations: 

(1) the position and the direction of the vehicle are 
corrected by the system according to the 
mechanic error model; 

(2) the user controls the vehicle to turn; 
(3) the user controls the vehicle to learn the data of 

certain objects. 
We also record the finally node Nt into the set Npath 

and mark it as Nt by the next index number when the 
learning process is finished. We save finally all the 
nodes of the set Npath into the PC and finish the learning 
process. 

 

Fig. 5 An example of the learning process. 
 

Fig. 6 Example of path learning with critical nodes recorded.

4.2 Process of Learning Monitored Objects 
When the user controls the vehicle to move to the 

front of certain objects, the user must use the PC mouse 
to choose an object which appears in the image. As 
soon as the user chooses the object, the features of the 
object are computed automatically and saved. The entire 
learning process of objects is described as follows. 

Algorithm 1: object detection by improved snake 
algorithm. 

Input: an object image I. 
Output: a feature set O. 
Steps: 
Step 1. Choose an object by “click and drag” as shown 

in Fig. 7. 
Step 2. Compute the coordinates of the control points 
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according to the edge of the rectangle, as 
shown in Fig. 8(a). 

Step 3. Compute the center point P0 of the control 
points and the moving path of each control 
point. 

Step 4. Compute the internal energy Einternal and the 
external energy Eexternal of every control point 
in the following way. 

22 2
2

2

( ) ( )i i
internal

d d
E V

ds ds

s s
α β γ= ⋅ + ⋅ + ⋅

vv v ; 

=externalE  λ × [−(value of Sobel operator of the 
control point in the image)2]. 

where v(s) = (x(s), y(s)) specifies the image 
coordinates. 

Step 5. Compute the original snake energy Esnake by 
summing up all the values of Einternal and Eexternal 
in the following way: 

1 1

n n
i i

snake internal external
i i

E E E
= =

= +∑ ∑ . 

Step 6. For each control point, do the following steps. 
6.1 Compute the next position of the control point on 

the shrinking path and its internal energy Einternal 
and external energy Eexternal and the new snake 
energy newEsnake by summing up Einternal and 
Eexternal. 

6.2 Compare the original snake energy Esnake with 
newEsnake. 

6.3 If the original energy Esnake is smaller than 
newEsnake, stop moving the control point to the 
next position; else move the control point to the 
next position and substitute Esnake with the new 
snake energy newEsnake. 

6.4 Compute the distances D1 and D2 between the 
control point and its two adjacent points. 

6.5 Sum up D1 and D2. If their sum is larger than a 
threshold Dt, then adjust the coordinates of the 
control point such that the distances between the 
control and the two adjacent points are smaller. 
Also, compute the snake energy. 

Step 7. When reaching the minimum energy, stop 
moving the control points, as shown in Fig. 
8(b). 

Step 8. Compute the object edges using the 
coordinates of the control points. 

Step 9. Detect the object region using the coordinates 
of the object edge points. 

Step 10. Compute three sets of feature data of the object: 
A. means and standard deviations of the R, G, and 

B values of the pixel colors of the object. 
B. the lengths of the long and short axes of the 

ellipse fitting the pixels of the object region by 
the following equations. 

2 2 4 42

1 0 0

2 2 2 2 4

0 0 0 0

( ) ( )( )

( )( ) ( )( )

n n n

i i
i i i

n n n n

i i i i
i i i i

i i

i

x y x y
a

x y y x y

= = =

= = = =

−
=

−

∑ ∑ ∑

∑ ∑ ∑ ∑
; 

2 2 4 42

0 0 0

2 2 2 4 2

0 0 0 0

( ) ( )( )

( )( ) ( )(

n n n

i i i i
i i i

n n n n

i i i i i
i i i i

x y x y
b

)x y x x y

= = =

= = = =

−
=

−

∑ ∑ ∑

∑ ∑ ∑ ∑

. 

where xi and yi are coordinates of the object 
pixels in the image and n is number of pixels. 

C. the global coordinates of the object position bt 
the following equations. 

cos sinobj obj obj carGx Vx Vy Gxθ θ= − + ; 

sin cosobj obj obj carGy Vx Vy Gyθ θ= + +  

where Vxobj and Vyobj are the relative 
coordinates between the object and the vehicle; 
Gxcar and Gycar are the coordinates of the 
vehicle in the global coordinates; and θ is the 
direction angle of the vehicle in the global 
coordinates system. 

An experimental result is shown in Fig. 7(b). 
 

 
Fig. 7 The process of object detection. (a) Choosing an object 

in the image. (b) Result of computing feature data. 
 

 

(a) (b) 
Fig. 8 Process of executing the improved snake algorithm. (a) 

Locating control points and computing moving paths. 
(b) Experimental result of getting the minimum snake 
energy. 

 

4.3 Process of Learning Monitored Doors 
In the process of learning monitored doors, we 

point out a door on the image I by using a cursor, as 
shown in Fig. 9. We then use a region growing 
technique to find out the door region and save its means 
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of the R, G, and B values in the image and coordinates 
in the global coordinate. 

 

  
  

Fig. 9 A learning process of choosing a door manually. (a) 
Choosing a door. (b) A door region is obtained. 
 

4.4 Process of Automatic Path Map Creation from 
Learned Data 

After ending the learning process, the path data, 
the object data, and the door data have all been saved. 
We then use the index numbers of all nodes and the 
objects linked by some nodes to create a path map for 
use in later navigation sessions, as shown in Fig. 10. By 
using the index numbers of the nodes, the vehicle can 
move along the navigation path in order. 

 

Fig. 10 An example of navigation map. 
 

5. SECURITY PATROLLING IN INDOOR 
ENVIRONMENTS 

In the security patrolling process, the vehicle 
navigates along a generated path by visiting the path 
nodes consecutively through the routes specified by the 
node edges and checks the existence of the learned 
objects. A security patrolling process is described in Fig. 
11. The detailed process of navigation for security 
patrolling is described in the following. 

5.1. Navigation Strategy for Straight-Line Sections 

The navigation strategy of line following is adopted 
to reduce deviations from the route when the vehicle 
passes a node in its navigation path. The line following 
process will ensure that the vehicle passes each node 
during the process of visiting two adjacent nodes. 

 

Fig. 11 Flowchart of security patrolling. 
 

Fig. 12 An illustration of the line following technique. 
 

Algorithm 2: navigation by line following. 
Input: the coordinates L(xodo, yodo) and direction angle θ0 

of the vehicle provided by the odometer, and the 
next node Ni(xi+1, yi+1). 

Output: navigation between two adjacent nodes. 
Steps: 

Step 1. Compute a vector iV
uv

 by using the following 

equation: 1

1

i i odo
i

i i odo

X x x
V

Y y y
+

+

−⎡ ⎤ ⎡ ⎤
= =⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦

uv . 

Step 2. Compute the direction angle θ1 of the vehicle in 
the global coordinate system after the vehicle 
turns toward the node Ni+1. 

Step 3. Compute the rotation angle as α = θ1 − θ0 and 
the navigation distance as

id V=
uv . 

Step 4. Because of the mechanic error, the vehicle can 
not move to the correct position. A correction 
angle β is computed as follows by using the 
curve equation y = ax2 + bx + c: 

2

1tan ( )i i

i

a V b V c

V
β −

+ +
=

uv uv

uv
. 

Step 5. Compute the real rotation angle as r = α − β. 
Step 6. Turn the vehicle leftward for the angle of r if r 

is larger than zero; otherwise, turn the vehicle 
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rightward for the angle of r, so that the direction 
of the vehicle becomes θ0 − γ. 

Step 7. Move the vehicle forward. Read the odometer to 
obtain the current vehicle location Lv and 
compute the diatance the vehicle has moved as 
d1 = |Lv − L|. 

Step 8. End this navigation session if d1 ≥ d. 
 

5.2. Object Security Monitoring Process 

A matching rule is proposed to determine whether 
the object is exactly the same as the learned one. A 
detailed matching algorithm is described as follows. 

Algorithm 3: object Matching. 
Input: An image I and a learned object data Oi. 
Output: A Boolean value, true or false. 
Steps: 
Step 1. Turn toward a learned object by using the 

position of the object. 
Step 2. Execute the improved snake algorithm to detect 

objects in the image. 
Step 3. If no object is detected, return “false;” else, 

continue following steps. 
Step 4. Compute the features of the object. 
Step 5. Compare the features with those of the learned 

object in the following ways. 
A. Compare means and standard deviations of R, G, 

and B values. 
B. Compare shape data by using parameters, a and b, 

of ellipse representation in the following way. 

_

_

Learn a a
th

Learn b b
− ≤ . 

where th is a threshold. 
Step 6. If the conditions are not satisfied, return “false;” 

else, return “true.” 
 

 
Fig. 13 An experimental result of detecting no object. 

 

5.3. Detection of Door Opening 

The algorithm of door opening detection is 
performed when the vehicle move to the front of a door. 
Algorithm 4: detection of door opening. 
Input: an image I and a set data of a door Di. 
Output: a Boolean value, true or false. 
Steps: 
Step 1. Detect edges in I by the Sobel operator, as 

shown in Fig. 14. 

Step 2. Detect the edge of the door Ed and the edge of 
the baseline Eb and choose the right or left side  
of the door baseline according to learned 
baseline data. 

Step 3. Compute the slopes of Ed and Eb by line fitting. 
Step 4. Compare ad and ab by the following inequity: 

|ad − ab| ≤ th. 

where th is a threshold, and ad and ab are the 
slopes of Ed and Eb. 

Step 5. If the inequality is not satisfied, decide the door 
to be open, and return “true;” else, continue the 
following steps. 

Step 6. Compute the color data by selecting a 
rectangular region, as shown in Fig. 14. 

Step 7. Compare the color data: if not similar, return 
“false;” else, return “true.” 

 

 
Fig. 14 An experimental result of detection of edges. 

 

(a) (b) 
Fig. 15 Situations of the door detection. (a) The door is open. 

(b) The door is closed 

5.4. Improving Guidance Precision in Navigation by 
Learned Object Location 

Although the line following technique and the 
mechanic error correction method are helpful for the 
improvement of the navigation accuracy, it is still 
possible that the vehicle moves with uncorrected 
deviations from normal paths after long navigation 
distances. A vision-based technique is proposed to 
correct such navigation deviations in this study. The 
main idea is to correct the position of the vehicle by 
using the learned position of the monitored object. 

In the object detection process, the vehicle turns 
toward an object according to the position of learned 
object and we can get the object coordinates (Vxo,Vyo) 
relative to the vehicle, as shown in Fig. 16(a). If no 
mechanic error occurred, the center of the object region 
is at the image center. We utilize this concept to correct 
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the direction of the vehicle in the environment by the 
following equation: 

1 o
1 0

o

V
tan ( )

V 2

y

x

π
θ θ −= − −  

where θ0 is direction angle provided by the odometer, 
and θ1 is the actual angle. We then compute the 
coordinates of the vehicle (Oxv, Oyv) in the object 
coordinate system by transforming the coordinates 
(Vxo,Vyo) by the following equation as illustrated in Fig. 
16(b): 

(Oxv, Oyv) = ((−1) × Vxo, (−1) × Vyo). 

We also compute the angle ρ between the object 
coordinate system and the global coordinate system 
using the direction angleθ1: 

ρ = θ1 − π/2 

Finally, we compute the real position of the vehicle 
by the following equations: 

xv = Oxv × sinρ − Oyv × cosρ + Learn_x; 
yv = Oxv × cosρ − Oyv × sinρ + Learn_y, 

where Learn_x and Learn_y are the coordinates in the 
global coordinate system. 

After correcting the position values of the vehicle, 
we compute the subsequent vehicle route by using the 
line following technique. 
 

 
(a) (b) 

Fig. 16 Coordinate Transform between the VCS and the 
object coordinate system. (a) A sidelong view of the 
VCS. (b) A vertical view of the object coordinates. 

 

6. EXPERIMENTAL RESULTS 

Some experimental results of monitoring objects 
and doors in navigation sessions are shown in Figs. 17 
and 18. There are two regions in the images; the left 
side is the view of the vehicle, and the right side is the 
image processing result. Some warning messages of 
monitoring results are shown in the image. Fig. 17(a) 
and (b) demonstrate that our system successfully 
recognizes the existence of a monitored object. Fig. 18(a) 
and (b) include another successful example of 
successfully checking door situations. 

 

(a) 

(b) 
Fig. 17 An experimental result. 

 

(a) 

(b) 
Fig. 18 Another experimental result. 

 

7. CONCLUSIONS 

Several techniques and strategies have been 
proposed in this study and integrated into an 
autonomous vehicle system for security patrolling in 
indoor environments with mechanic error correction and 
visual object monitoring capabilities. 

At first, a vehicle location mapping method to 
avoid 3-D vision processing has been proposed. Also a 
mechanic error correction model based on a second-
order curve equation has been proposed to improve 
navigation accuracy. 

Next, some learning strategies have been proposed, 
including learning of the planned path and monitored 
objects and doors. The user can easily control the 
vehicle to navigate in the environment and select 
monitored objects in the image. And in order to make a 
precise navigation along a path, a method for use of the 
learned object location as an auxiliary tool to adjust the 
position and direction of the vehicle has been proposed. 
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In addition, several techniques have been proposed 
for object monitoring in the navigation, namely, object 
detection, recognition, searching, and door opening 
detection. The techniques are mainly based on a 
modified snake algorithm.  

In the future, researches may be directed to 
investigations of monitoring of objects with more 
complicated shapes and textures on their surfaces. 
Monitoring of environment events is also interesting to 
study. 
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