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Abstract—Wireless sensor networks (WSNs) provide a convenient way to monitor the physical environment. They consist of a large number
of sensors which have sensing, computing, and communication abilities. In the past, sensors are considered as static but the network
functionality would degrade when some sensors are broken. Nowadays, the emerging hardware techniques have promoted the development
of mobile sensors. Introducing mobility to sensors not only improves their capability but also gives them flexibility to deal with node failure. The
article studies the research progress of mobile sensor networks, which embraces both system hardware and dispatch software. For system
hardware, we review two popular types of mobile sensor platforms. One is to integrate mobile robots with sensors while the other is to use
existing conveyances to carry sensors. Dispatch software includes two topics. We first address how to solve different coverage problems by
using a purely mobile WSN, and then investigate how to dispatch mobile sensors in a hybrid WSN to perform various missions including data
collection, faulty recovery, and event analysis. A discussion about research challenges in mobile sensor networks is also presented in the

article.

Index Terms—dispatch algorithms, mobility management, path planning, sensor hardware, wireless sensor and actuator network.

1 INTRODUCTION

WSN is composed of many small, autonomous devices

called sensors. Each sensor encapsulates sensing units,
power supply (usually batteries), a microprocessor, data stor-
age modules (such as RAM and ROM), wireless transceivers,
and usually actuators [1]. It can react to surrounding stimuli
like sound, light, heat, and chemicals by transforming the
quantities or features of these stimuli into recordable sensing
data. In addition to sensors, a WSN contains one or more sinks
which take charge of collecting the sensing data in the network
through multi-hop ad hoc communication. WSN substantially
changes the way we monitor the physical environment. Many
WSN applications have been developed, from structural health
monitoring to traffic control, health care, and underground
mining [2].

Traditionally, static sensors are deployed in a region of
interest (ROI) to carry out monitoring tasks. An excessive
number of sensors could be scattered over the ROI through
aircraft or robots [3]. Many conventional WSN algorithms [4]-
[6] then rely on sensor redundancy to deal with sensor failure
or extend network lifetime. However, a static WSN would face
many challenges [7]. First, it may not guarantee full coverage
of the ROI and even network connectivity when sensors are
arbitrarily scattered. Second, some subareas may be covered
by only few sensors. When these sensors are broken or out
of energy, the sink will no longer obtain the sensing data
from the subareas. Third, some applications require multiple
types of sensors and need to tactically send a certain type of
sensors to particular locations [8]. This is difficult to achieve
when sensors are static. Finally, some kinds of sensors are quite
expensive and it is not cost-efficient to scatter too many sensors
over the ROL.

Recently, thanks to the advance of MEMS (micro-electro-
mechanical systems) and robotic techniques, mobile sensors
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have become possible by installing sensors on mobile plat-
forms. Mobile sensor networks, which are WSNs with mobile
sensors, have attracted lots of research attention. They can be
classified into two categories:

e Purely mobile WSNs: All sensors have mobility. Usu-
ally, each sensor is identical in terms of sensing, comput-
ing, communication, and moving abilities. The network
topology can be adaptively adjusted by moving sensors
to improve monitoring quality [9] or strengthen connec-
tivity [10].

o Hybrid WSNs: Few mobile sensors are added to a static
WSN to improve its capability. Static sensors form the
backbone for coverage and connectivity. Mobile sensors
are powerful and can move to certain locations to
conduct missions such as analyzing suspicious events
[11] or replacing broken nodes [12].

Mobile ad hoc networks (MANETs), on the other hand, are
wireless ad hoc networks where each node has mobility. At
first blush, a mobile sensor network seems to be one special
case of a MANET where nodes have the sensing ability.
However, they are different in essence, as shown in Table 1.
Both of them support multi-hop routing and network self-
organization. However, there are multiple pairs of transmitters
and receivers in a MANET, whereas data traffics in a mobile
sensor network usually converge on the sink, which results in
a many-to-one communication model. In addition, since sensors
are small, they have limited energy and are prone to error
(due to out of energy). To save their energy, in-network data
processing schemes such as data aggregation or compression
[13], [14] are usually adopted to reduce the amount of data sent
by sensors. A mobile sensor network requires many sensors to
cover an RO so it is difficult to assign a unique IP address to
every sensor. Finally, random waypoint [15] is a popular mobility
model in MANETSs, whereas node mobility in mobile sensor
networks is usually intentional. In other words, we can control
the movement of sensors to accomplish certain missions.



TABLE 1: Comparison on the characteristics of MANETs and mobile sensor networks.
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characteristic MANET mobile sensor network
multi-hop routing capability yes yes

network self-organization yes yes

traffic flow between each pair of nodes | usually converge on the sink
small size of a node no yes

stringent energy constraint no yes

node robustness high usually low
in-network data processing no yes

node density low high

globally unique IP addresses yes no

node mobility random usually intentional
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Fig. 1: Taxonomy of the research efforts surveyed in the article.

This article presents a study of research progress in mobile
sensor networks from the viewpoints of both system hardware
and dispatch software. Fig. 1 gives the taxonomy of our surveyed
research efforts. Specifically, we first discuss the hardware
development of mobile sensors, which has two contemporary
trends:

e Mobile robots (Section 2): Sensors are embedded in mo-
bile robots and become one critical part since they
help the robots realize the surrounding conditions. For
example, sensors can let a mobile robot detect a nearby
obstacle so that the robot can avoid colliding with that
obstacle. Depending on their locomotion models, we
introduce three kinds of mobile robots. Car-like robots,
as their name would suggest, move on a given plane
to collect data. They are navigated by different means
such as compass, global positioning system (GPS), signal,
and image. Robotic fish, on the other hand, can swim
to explore aqueous environments. Finally, micro-aerial
vehicles (MAVs) can fly and hover over an ROI for
investigation purpose.

o Existing conveyances (Section 3): There are many con-
veyances in our life such as animals, cars, bikes, seaglid-
ers, and boats. They can move autonomously or be
driven/ridden by humans without the help of sensors.
However, we can use these conveyances to carry sensors
so as to collect environmental data when they move
in a desired ROL In this way, we can save the cost
to build mobile robots. When using cars or bikes as
the conveyance, they may form a vehicular ad hoc net-
work (VANET). However, most VANET research aims
at communication or security issues of cars [16], [17],
whereas this article focuses on combining VANET and
WSN where each car has the sensing capability. This
combination of VANET and WSN is called vehicular
sensor network (VSN) and can be viewed as a special

case of mobile sensor network.

On the other hand, according to the categories of mobile sensor
networks mentioned earlier, we address two topics in the
dispatch software:

o Coverage solutions in purely mobile WSNs (Section 4):
When all sensors have mobility, they can move to
generate a better network topology. Since the WSN’s
detection capability highly depends on its coverage
degree [18], a better topology means that the WSN
can satisfy certain coverage requirements. Based on
these requirements, we introduce three types of cover-
age solutions using purely mobile WSNs. Area coverage
adopts sensors to cover every point in an ROI. This
coverage requirement is basic and many schemes have
been proposed, which can be classified into force-driven
and graph-assisted schemes. Barrier coverage, on the other
hand, uses sensors to check if somebody intrudes in the
ROL Finally, point coverage, as its name would suggest,
aims at using sensors to monitor a set of points.

o Dispatch algorithms in hybrid WSNs (Section 5): Static
sensors execute basic jobs such as collecting data and
reporting event occurrence. Mobile sensors then tac-
tically move to some locations to carry out various
missions. Based on the missions, we survey three kinds
of dispatch algorithms. First, to save energy of static
sensors or maintain network connectivity, mobile sen-
sors act as data mules or mobile relays to collect data from
static sensors. Second, a WSN may be partitioned or
have coverage holes due to node failure. Thus, mobile
sensors conduct faulty recovery by restoring network
coverage or connectivity. Third, mobile sensors move
to event locations reported by static sensors to give in-
depth analysis of events.

We will also make a comparison of surveyed work and dis-
cuss their challenges in each section. Table 2 summarizes the
common acronyms and notations in the article.

In the literature, several studies also survey the algo-
rithms and protocols in mobile sensor networks. [8] aims at
purposeful mobility in WSNs, where the sensor movement is
controllable so as to achieve certain missions, and it introduces
the mobility-assisted sensing and routing algorithms using
mobile sensors. [19] focuses on mobile sinks and relays. It dis-
cusses the motion-control techniques for mobile sinks/relays
to collect data in WSNs and multihop routing protocols for
sensors to reach mobile sinks/relays. [20] also surveys the data
collection schemes in WSNs with mobile sinks/relays, which
contains four topics: how to discover mobile sinks/relays, how
to transfer data between a mobile sink/relay and a sensor, how
to route data from sensors to mobile sinks/relays, and how to
control the motion of mobile sinks/relays. [21] first describes



MOBILE SENSOR NETWORKS: SYSTEM HARDWARE AND DISPATCH SOFTWARE

TABLE 2: Common acronyms and notations used in the article.

acronym | full name notation | definition
GPS global positioning system Ts the sensing distance of a sensor
IMU inertial measurement unit Te the communication distance of a sensor
MAV micro-aerial vehicle e’ exponential function, where e ~ 2.718
RF radio frequency d() the shortest distance between locations
ROI region of interest ged() the greatest common divisor of all parameters
TSP traveling salesman problem Pr() probability function
VSN vehicular sensor network force vector
WSN wireless sensor network

the challenges caused by sensor or sink mobility at the link
layer and then surveys mobility-aware MAC protocols to ad-
dress these challenges. Obviously, these studies merely address
the software aspect of mobile sensor networks by describing
related algorithms and protocols. Compared with them, this
article wants to give a full view of the research progress in
mobile sensor networks, which is carried out by discussing
hardware development of mobile sensor platforms and soft-
ware (algorithm) design to dispatch mobile sensors for various
missions. Our previous work [7] targets at both mobile sensors
and relays. It first discusses how to assign mobile sensors to
deploy a WSN, to improve coverage and connectivity, and to
visit certain sites. Then, it surveys path planning protocols for
mobile relays to collect messages and extend network lifetime.
Finally, it investigates few applications using mobile sensors.
The differences between this article and [7] are threefold.
First, this article systematically introduces the development
of mobile sensor platforms which includes not only mobile
robots but also existing conveyances. Second, comparing with
[7], our survey of dispatch software covers the extra topics of
barrier coverage, point coverage, and faulty recovery. Third,
we present detailed comparisons between surveyed work and
address possible research challenges. This part is ignored in

[7].

2 HARDWARE: MOBILE ROBOTS

Numerous studies develop their own mobile robots and em-
bed sensors in these robots to detect the environment. Mobile
robots are usually small but can perform 2D or 3D movement
to explore a given ROI. According to the taxonomy in Fig. 1,
below we discuss three types of mobile robots: car-like robots,
robotic fish, and MAVs.

2.1 Car-like Robots

Car-like robots equipped with wheels for locomotion are pop-
ular mobile platforms for sensors. They can move on a 2D
plane and detect nearby obstacles to avoid collision. However,
it is critical to navigate the robots, so below we introduce
three common navigation techniques. In compass/GPS-based
navigation, a robot knows its heading direction or position by
its digital compass or GPS receiver, respectively. In signal-based
navigation, robots estimate their positions via radio frequency
(RF) and ultrasonic signals. Finally, in image-based navigation,
robots are guided by some image patterns.

2.1.1 Compass/GPS-based Navigation

Robomote [22] is a mobile platform designed to carry a mote
device. It has an Atmel microcontroller, two motors, a digital
compass, and infrared transceivers. The mote is the master
of Robomote, which controls the motion of each motor (and
the corresponding wheel) via the Atmel microcontroller. Users

can develop TinyOS applications to manage the behavior of
Robomote. The digital compass is used for heading and must
be calibrated periodically. This can be done by asking Robo-
mote to make a full turn to detect the maximum and minimum
readings of the compass and set them as reference. Robomote
also emits infrared rays on either end to detect obstacles. When
the received infrared signal exceeds a threshold, the mote is
aware of obstacles and makes a detour to avoid collision.

COMET [23] is a hardware testbed developed to implement
and evaluate cooperative control techniques. It consists of
ten mobile robots, each based on a Tamiya radio-controlled
trunk. The trunk has a size of 498 mm x 375mm X 240 mm
and supports a load of 3.7kg. Each robot is equipped with
a GPS receiver and IMU (inertial measurement unit) sensors
for navigation and an infrared module for obstacle avoidance.
It also uses a camera and a laser range finder to create a 2D
map of the distance to surrounding objects. COMET has some
practical applications:

1) Formation control: Robots move along a trajectory and
keep the desired formation shape. Each robot should
follow a distant leader without colliding with neigh-
bors.

Flocking: Robots interact with each other to reach
a consistent state in their heading angles and inter-
robot separation distances. Each robot should align its
heading based on the average of its heading and the
heading of its neighbors.

Perimeter detection and tracking: Robots are asked to
find and track a dynamic perimeter such as a building,
chemical substance spill, or landmark.

Target assessment: Each robot first secures the path
to the target, then drives to the target, and finally
encircles the target.

2)

2.1.2 Signal-based Navigation

The work of [24] develops a miniature mobile sensor plat-
form for condition monitoring of structures such as civil
infrastructure, transportation systems, and industrial plants.
Mobile sensors move inside the structure and conduct three
inspections to check structural health: 1) eddy-current inspection
searches service-induced fatigue and stress-corrosion cracks,
2) magnetic-flux-leakage inspection finds material loss due to cor-
rosion, gouging, or pitting, and 3) ultrasonic inspection checks
the interior volume of structure. To localize mobile sensors, a
beacon-listener system is built. Each mobile sensor is equipped
with a Cricket transmitter [25], which broadcasts beacons with
its identifier on an RF channel and an ultrasonic pulse simulta-
neously. Cricket receivers are mounted inside the structure to
hear the beacons. Each receiver uses the time difference of arrival
(TDOA) between an RF signal and an ultrasonic pulse sent by
the same mobile sensor to compute its distance to that mobile
sensor. When three or more receivers know their distances to
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Fig. 2: Image-based navigation for mobile sensors.

a mobile sensor, they can use trilateration to localize the mobile
sensor.

The study of [26] adopts mobile sensors to collaboratively
track targets plying in an ROI. Each mobile sensor keeps a table
to record the target information and periodically exchanges the
table with neighbors. If a mobile sensor has no target to track,
the mobile sensor remains stationary until it detects a target or
learns new targets by exchanging the table. When a mobile
sensor finds that its target is tracked by too many mobile
sensors, it switchs to track another target. Infrared modules
are equipped on mobile sensors to avoid colliding with each
other. To localize mobile sensors, static beacon nodes (with
known coordinates) are installed on the ceiling. These beacon
nodes continually send their identifiers via ultrasonic pulses
and RF signals. When a mobile sensor hears the RF signals
and ultrasonic pulses from at least three beacon nodes, it can
use TDOA and trilateration to calculate its position.

2.1.3 Image-based Navigation

iMouse [27] supports event-driven indoor surveillance applica-
tions by using static sensors to monitor an ROI and mobile
sensors to provide event analysis. For example, static pressure
sensors are deployed in a room. Once some static sensors
report something intruding into the room, mobile sensors
equipped with cameras can move to the event locations to take
snapshots for further analysis. A prototype of mobile sensors
is developed, which includes a Lego car to support mobility,
a mote to talk to static sensors, a webcam to take snapshots, a
WiFi interface to send images to the remote sink, and a small
embedded computer (called Stargate) to control the behavior
of the mobile sensor. The navigation of mobile sensors is
realized by sticking different colors of tape on the ground, as
shown in Fig. 2(a). Black tape represents roads while golden
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tape indicates intersections. Each mobile sensor has a light
detector in its front to project light on the ground and receive
the reflection. Every intersection has a unique coordinate and
thus a mobile sensor knows its position by detecting golden
tape.

AMRST [28] uses overhead cameras to monitor the posi-
tions and orientations of mobile sensors, as shown in Fig. 2(b).
Each mobile sensor has a unique color pattern placed on top
of it (called hat). Since the body of a mobile sensor is hidden
below its hat, the cameras can search for the appropriate
pattern to find the mobile sensor. Specifically, each hat has a
central red circle and two rings. The red circle is to identify
the sensor’s existence. The outer ring containing a black semi-
circle is to decide the sensor’s orientation. The inner ring, which
is divided into four quarter-circles marked as digits 0 to 3 in
Fig. 2(b), is to obtain the sensor’s identification. Each quarter-
circle is drawn by one of the three colors: white, blue, and
green, which represent numbers 0, 1, and 2, respectively. Thus,
AMRST supports 3* = 81 mobile sensors, each with a unique
hat pattern.

2.2 Robotic Fish

Mobile underwater WSN is an emerging networking paradigm
to monitor water bodies such as lakes or seas. Several research
efforts have developed prototypes of robotic fish to implement
mobile underwater WSNs. However, RF signals cannot travel
over long distances in an underwater environment [29]. In
this case, conventional positioning techniques such as GPS or
RF-based trilateration may not be applied to localize robotic
fish. Instead, the robotic fish can adopt other schemes such as
vision processing or acoustic propagation to obtain positioning
information.

The work of [30] adopts two robotic fish to track one
target (a water polo) in a swimming tank. Each fish has one
tail fin for forward/backward swimming and two pectoral
fins for turning. It also has a camera (with visual angle of
120°) installed at the mouth position for recognition purpose.
To track the target and avoid colliding with the other fish,
four situations are considered to define the fish’s behavior, as
shown in Fig. 3:

1) NFT (no fish and target) situation: Fish A does not see
the target and fish B. In this case, fish A searches for the
target by turning clockwise or counterclockwise based
on the last position of the target in its field of view.

2)  OF (only fish) situation: Fish A sees only fish B. Thus,
fish A turns to the opposite side of fish B to search for
the target.

3) OT (only target) situation: Fish A sees only the target.
In this case, fish A adjusts its orientation toward the
direction of the target and swims to the target.

4) BFT (both fish and target) situation: Fish A sees both
the target and fish B. Thus, fish A swims to the target
while avoids colliding with fish B by combining the
attractive force from the target and the repulsive force
from fish B.

The study of [31] develops a robotic fish with one tail fin
propelled by an ionic polymer-metal composite actuator. It is a
type of electro-active polymers that generate large bending
movement with only several volts [32]. Thus, the fish can swim
for a long time without recharging. Each fish has an RF antenna
and a pair of buzzer and microphone for ranging measurement
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Fig. 3: Four situations encountered by fish A.

between it and a fixed beacon node or another fish. This allows
localization with respect to known locations or relative local-
ization between two fish. Ranging is realized by concurrent use
of an RF signal and an acoustic pulse. RF signals propagate (in
air) at 3 x 10%m/s while acoustic pulses propagate (in water)
at 1.5 x 103m/s. By measuring time difference between the
reception of RF signal and acoustic pulse, a fish can compute
its distance to the beacon source. However, since RF signals
propagate poorly underwater, the fish conducts ranging only
when it surfaces with its RF antenna exposed in air (but the
buzzer and microphone are still underwater). When the fish
swims into deep water, extra devices such as accelerometer,
gyroscope, and pressure sensor (to get depth data) can help
localize it.

2.3 MAVs

MAUVs are emerging as a novel class of mobile sensor networks
capable of navigating semi-automatically in unknown environ-
ments. Each MAV can fly in 3D space but carry less weight due
to its small size. Flying with a suspended load is a challenging
task since the load changes the MAV’s flight characteristics.
Thus, [33] adaptively alters the center of gravity (CoG) of an
MAV with four rotors to reduce the swing of its load during
flight. Let { B} be the moving aircraft-fixed coordinate system.
The coordinate of the MAV’s CoG is denoted by a vector
r = [v¢ yc 2¢)T, which represents the distance from the origin
of {B} to the MAV’s CoG. When the MAV is balanced, we
have r = 0. However, a suspended load produces extra forces
and torques acting on the MAV, resulting in a shift p in r.
By using dynamic programming, the MAV can compute the
proper height and position of each rotor to eliminate the effect
of p so that the vector r is always kept zero during flight.
Simbeeotic [34] is a Java simulator used to model the
behavior of an MAV swarm that collaboratively sense to ex-
plore an ROIL Each MAV should deal with obstacle avoidance,
navigation, path planning, and environmental manipulation.
In Simbeeotic, the virtual environment and MAV bodies are
composed from simple shapes (e.g., box, cone, and sphere)
and complex geometries (e.g., triangular mesh and convex

5

hull). The kinematic state of each MAV is simulated by inte-
grating the effects of gravity, rotor thrust, and wind applied
to that MAV. Physical interactions between objects, such as
environmental manipulation by a robot or bump sensors, are
modeled by a 3D continuous collision detection module. Besides,
Simbeeotic uses a small-scale helicopter testbed for real-world
experiments. The wall-mounted cameras track the position
and orientation of each helicopter and send the information
to Simbeeotic. Then, the kinematic state of its MAV in the
simulation is updated accordingly. By sending commands via
RF transceivers, Simbeeotic can also control the behavior of
helicopters such as adjusting their flying directions.

The work of [35] considers coordinating an MAV swarm to
cover an ROIL The goal is to reduce the amount of sensing
overlap between MAVs. Each MAV is equipped with a 3-
axis accelerometer and a 3-axis gyro to obtain orientation, an
ultrasonic ranger to estimate altitude, an optical flow sensor
to measure velocity, and an IEEE 802.15.4 radio to receive
RF signals. The MAV swarm consists of two types of nodes:
anchors and explorers. Anchors are MAVs that land in the ROI
(using a dispersion algorithm to determine their landing posi-
tions at initialization). Explorers are MAVs that fly to sense the
environment. They collect RF signatures from nearby anchors
and send the signatures to a remote sink, which computes the
ROI's probabilistic coverage. Then, the sink directs the flight
of explorers to improve the overall coverage.

2.4 Discussion on Mobile Robots

Table 3 compares the mobile robots surveyed in Section 2. Car-
like robots are popular and most studies develop small robots
powered by small-capacity batteries. Thus, they cannot travel
in a long distance and are demonstrated in small testbed areas.
For instance, Robomote [22] is powered by two 1.5V AAA
batteries, so it lasts for just 25 minutes in motion. Only [23]
develops a large robot powered by a large-capacity lithium-
ion battery. The robot can move in several hundred meters and
work well outdoors. However, it encounters a higher hardware
cost. Broadly speaking, scalability is a big challenge for car-
like robots. In a purely mobile WSN (as we will discuss in
Section 4), all nodes have mobility and we require hundreds
to thousands nodes to form the WSN. Thus, the hardware cost
limits the scalability of robots. On the other hand, although we
require fewer robots in a hybrid WSN (as we will mention in
Section 5), they may have to traverse the whole WSN deployed
in a huge ROI many times. In this case, both moving speed and
energy limit the scalability of robots, since we expect robots to
quickly visit many locations to conduct their missions.

Robotic fish swim underwater and thus it brings more
challenges. [30] aims at target tracking and collision avoidance
between fish. This is realized by vision processing, but the
technique may not work well in deep water. [31] designs a spe-
cial tail fin to save the energy spent on swimming, and it also
uses static beacon nodes to localize the fish. However, since the
propagation delay of a signal is much longer underwater than
in the air, many negative effects such as path loss, multipath
problem, and interference become more significant. Thus, how
to eliminate these effects and avoid collision of synchronizing
signals so as to provide accurate localization of fish deserves
further investigation.

MAUVs allow sensors to fly in 3D space and they can fast
move to target locations as compared with car-like robots.
Collision avoidance is especially critical for them during flight



ACM COMPUTING SURVEYS

TABLE 3: Comparison on the features of different mobile robots.

research navigation robot testbed collision | hybrid
effort technique length /weight area avoidance | WSN
Car-like robots:

work of [22] compass N/A 1.22m x 2.44m v v
work of [23] GPS ~50cm outdoor v

work of [24] signal N/A 2m X 1m v v
work of [26] signal ~15cm 3mx3m v v
work of [27] image ~24 cm 1.5mx1.5m v
work of [28] image N/A 3.5mx4m

Robotic fish:

work of [30] image N/A 2.25m x 1.25m v

work of [31] signal /compass ~2lcm 22.5m x 13m v
MAVs:

work of [33] image N/A 3mx3m v

work of [34] image ~20cm 7m X 6m v

work of [35] signal <30g 5mx3m v v

(to prevent them from crashing). Unlike other two studies, [35]
lets some MAVs land in the ROI to serve as static sensors
to navigate other (flying) MAVs by using RF signals. MAVs
also face many challenges. For example, how to control them
without human interaction is a challenging task, because flight
is much difficult than moving on a 2D plane. Besides, most
MAVs can carry loads of less than several hundred grams.
This means that MAVs have severe energy limitation due to
their small battery weight. Thus, it is an open research issue to
save the energy of MAVs so as to extend their flight time.

3 HARDWARE: EXISTING CONVEYANCES

Instead of building mobile robots, some studies use existing
conveyances to carry sensors. They can move autonomously
or be controlled by people. Following the taxonomy in Fig. 1,
we introduce three types of conveyances. First, animals are
equipped with sensors for management or tracking purposes.
Then, cars or bikes (which form a VSN) move along streets
and bring sensors to monitor urban areas. Finally, seagliders
and boats carry sensors to inspect the ocean by swimming into
or sailing the water.

3.1 Animals

Sensors can be put on animals to monitor wildlife or manage
livestock. Specifically, light-weighted, battery-powered track-
ing devices, called collars, are attached to animals’ necks to
record their migration or limit their movement. A collar has
small memory chips to store data and may be equipped with
actuators to give stimuli to the animal for the control purpose.
ZebraNet [36] helps biologists to track wild zebras at the
Mpala Research Center in Kenya. Each collar (attached on a ze-
bra) has a GPS device to localize its zebra and an RF transceiver
to send data to a remote sink in a multihop manner. To provide
the biologists with an accurate view into the daily migration
pattern of zebras, the GPS device should take readings every
eight minutes to obtain sufficient samples. The RF transceiver
operates at 900 MHz and has a communication range of up
to five miles. To save the energy, radio communication occurs
every two hours to reduce the radio’s duty cycle. ZebraNet
adopts a flooding protocol to transmit data. Specifically, every
two hours each collar activates its RF transceiver and searches
for other collars in its communication range. Then, it sends as
many buffered data as possible to neighbors. After five min-
utes, the collar turns off its RF transceiver to save energy. Any
unsent data will wait for the next interval for transmission.

Virtual fence [37] uses an insulated wire (called fencing wire)
to let domestic animals stay in a bound area. This is realized by
using a generator unit to supply the fencing wire with a low-
intensity current to create an electromagnetic field (EMF) around
the wire. Animals are attached with electronic collars to detect
the EMF. Once they approach the fencing wire, their collars
inform the animals via some stimuli. Based on the EMF’s
intensity, three zones are defined (from inner to outer):

1) Standby zone: Collars remain idle to save their energy.

2) Warning zone: When an animal moves into this zone,
the collar emits an audio signal to prevent it from
moving forward.

3) Exclusion zone: This zone is closest to the fencing wire.
When an animal enters the exclusion zone, the collar
applies an electric stimulus to force it to move back.

Each collar is powered by four AAA batteries, so electric
stimuli never hurt the animal. Experiments are conducted on
145 animals including dairy, beef cattle, and horses for 800
days. They show that after one or two electric stimuli, animals
can know the range of exclusion zone, which demonstrates the
feasibility of virtual fence.

Wildsensing [38] is an animal-monitoring project to analyze
the social co-location patterns of European badgers residing in
a woodland habitat. Unlike ZebraNet, since GPS signals may
be weak in woodland, wildsensing uses RFID (radio frequency
identification) to track badgers. It contains three components:

1) Collars and detection nodes: Each badger wears a col-
lar with a 433 MHz active RFID tag. Detection nodes,
which are composed of RFID receivers and sensors, are
deployed in hotspots (e.g., badger setts and latrines) to
detect badgers. RFID’s detection range is at most 30 m.

2) Static sensors: They are deployed in woodland to
monitor temperature and humidity. Static sensors and
detection nodes form a WSN via IEEE 802.15.4 links.

3) Mobile sink: It is solar powered and collects data from
the WSN. The sink can transmit data to end users via
3G links.

A sensor has only 1M-byte memory, so wildsensing uses a
delta-based compression method to store data. It first takes an
RFID/sensor reading as the base. Then, the difference between
the base and each subsequent reading is stored to save the
memory.

3.2 VSNs

VSN is the combination of VANET and WSN by equip-
ping each vehicle (e.g., car or bike) with sensors. VANET
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research mainly aims at packet routing among vehicles or
security/privacy concern of vehicles. On the contrary, VSN
research focuses on using vehicles to carry sensors so as to
monitor a large geographic area with fewer sensors. This can
be carried out by car/bike mobility to cover different regions
in different times.

CarTel [39] is a VSN developed to visualize the data
collected from sensors located on cars. Specifically, each car
gathers and processes street information locally and then
delivers it to a remote sink, where the information is stored
in a central database for further analysis and visualization. In
CarTel, each car is equipped with a GPS receiver, a camera, and
a WiFi interface. The GPS receiver allows each car to measure
delays along road segments in order to infer traffic congestion.
The cameras capture street view to build applications which
help navigate drivers in unfamiliar environments. Cars can
exchange their information via WiFi interfaces. When a car
meets a road-side WiFi AP (access point), it can send the
recorded information to the sink through a backbone network.
On the other hand, the sink can send queries or commands to
certain cars via APs and the VSN formed by cars.

BikeNet [40] uses sensors installed on a bike to gather
quantitative data related to the cyclist’s ride. It not only gives
context to the cyclist performance (e.g., riding speed, distance
traveled, and calories burned) but also collects environmental
conditions for the ride (e.g., the degrees of pollution, allergen,
noise, and terrain roughness of a given route). Each bike is
equipped with the following sensors: microphone, magne-
tometer, pedal speed monitor, inclinometer, lateral tilt, stress
monitor (to measure galvanic skin response), speedometer,
CO;2 meter, and GPS receiver. They share an IEEE 802.15.4
channel to organize a VSN. Besides, the cyclist carries mobile
phones that have cameras to take snapshots and GSM/WiFi
interfaces for communication. When a cyclist rides near a
GSM/WiFi base station, the mobile phones send sensor read-
ings to the sink for analysis. The analyzed data can be used
in communal projects such as pollution monitoring and cyclist
experience mapping.

MobEyes [41] is an urban-monitoring platform built on
VSN by equipping cars with cameras and chemical sensors.
It considers collecting information from cars about criminals
that spread toxic chemicals in some parts of a city. Each
car periodically generates a summary chunk which includes
its position (5bytes), timestamp (2bytes), recognized license
plates (by the camera, each with 6bytes), and sensing data
with 10 bytes (e.g., the concentration of potential toxic agents).
Every 65 chunks are packed into one single 1500-byte summary
to be disseminated to neighboring cars. This allows a squad car
to opportunistically harvest summaries from encountering cars
and therefore generates a distributed meta-data index for forensic
purposes (e.g., crime scene reconstruction or crime tracking).

The work of [42] adopts cars to monitor CO, concentration
in urban areas. Each car is equipped with a CO; sensor, a GPS
receiver, and a GSM module. Cars periodically report their
monitoring CO> concentration to the sink via GSM short mes-
sages. However, CO, concentration could vary over different
regions and time, and it incurs extra charges to send GSM
short messages. Thus, to reduce the communication cost, the
ROI is divided into grids and the sink adjusts the reporting
rates of the cars in each grid. Specifically, when the variation
of CO, concentration is higher or there are fewer cars in a
grid, the sink should give a faster reporting rate to that grid.
In this case, it can get more samples to reflect the drastic
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change of CO; concentration. On the other hand, when the
variation is smaller or there are more cars in a grid, the sink
can give a lower reporting rate to that grid in order to reduce
the communication cost.

Installing sensors on cars also helps develop vehicular
safety applications. For instance, [43] installs a GPS receiver
and IMU sensors on a car to measure its driving data (e.g.,
heading direction, position, velocity, acceleration, and yaw
rate). Cars use an unscented Kalman filter [44] to process driving
data and exchange filtered data by sending beacons in every
250ms. Besides, event messages are immediately broadcasted
once an urgent event is detected (e.g., a car is braking). Thus,
each car can predict the paths of its neighbors by taking as
input a state vector which comprises filtered values of driving
data and the road curvature information from a digital map’s
database. This can improve road safety by avoiding collision
between cars or letting a driver flash the brake lights in case of
an emergency.

3.3 Seagliders and Boats

Some studies use seagliders to carry sensors to monitor the
ocean. They can dive to the deep ocean to explore unknown
environments. For example, [45] develops a 1.5m (in length)
by 21.3cm (in diameter), 52kg, torpedo-shaped seaglider. It
is driven by a variable buoyancy system and automatically
operates in coastal and open-ocean scenarios by adjusting the
volume-to-weight ratio. The seaglider has two side wings to
control the direction. It swims at an average speed of 0.4m/s
and can reach a depth of 200m. It also has an RF interface
and Iridium satellite modem for communication. Subsurface
navigation is achieved by adopting a compass, altimeter, and
internal dead reckoning. Besides, the seaglider is equipped
with CTD (conductivity, temperature, and depth) sensors, a 3-
channel fluorometer, and a 3-channel backscattering detector.
Thus, it can monitor the oceanic health by analyzing chloro-
phyll, colored dissolved organic matter, and rhodamine.
Smart sensor web [46] is an ocean-observing platform
that uses two subsystems to gather the oceanic information:
mooring sensor system (i.e., static sensors) and seagliders (i.e.,
mobile sensors). The mooring sensor system serves as the
infrastructure for communication and provides precise timing
throughout the water column. Each node is anchored on
the seabed (with a depth of 900m) and has a near-surface
float at a depth of 165m with a suite of sensors. It moni-
tors float/mooring dynamics and water stresses via acoustic
devices and gyro-enhanced orientation sensors. On the other
hand, a seaglider can dive to 1000 m and move horizontally at
around 0.5 knot using 0.5 W of power. It has a GPS receiver, an
Iridium satellite antenna, and an altimeter for navigation. Since
RF waves attenuate rapidly underwater, each seaglider has a
hydrophone to communicate with others via acoustic signals.
The work of [47] provides high-accuracy positioning of a
boat under the problem of poor GPS signal reception due to
the weather or noise. It proposes a sensor integration solution
that takes the boat’s dynamics into account. Specifically, the
boat carries acoustic transducers and a laser range finder to
survey nearby obstacles (e.g., breakwaters). IMU sensors can
obtain the boat’s pendular data, which consists of a triaxial
accelerometer and three single-axis rate gyros mounted along
three orthogonal axes. Besides, the boat is equipped with
one magnetometer to record the environmental data such as
gravity and earth magnetic field. The above data are fed into
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an extended Kalman filter to correct the inaccuracy of the GPS
readings. This improves position and attitude estimation for
the boat.

3.4 Discussion on Existing Conveyances

Table 4 compares the conveyances discussed in Section 3,
where the selection of conveyance depends on the application.
The benefit to use animals as conveyances is that they can
be easily tracked or managed by sensors. Since animals may
live in various habitats, different localization techniques are
adopted. Specifically, [36], [37], and [38] use GPS, EME, and
RFID to localize the animals residing in grassland, rangeland,
and woodland, respectively. Energy is critical in these appli-
cations since animals can only wear light-weighted collars
with small batteries. [38] also uses static sensors to monitor
woodland conditions, so a hybrid WSN is formed. One major
challenge is that the movement of each single animal is uncon-
trollable. Thus, some animals (and their collars) may be isolated
and cannot exchange data with others. This case is similar to a
delay tolerant network [48] and it deserves further investigation
to apply (and modify) the current data forwarding methods in
such networks to these applications.

Compared with other conveyances, VSNs have some ad-
vantages. First, cars and bikes are the most common transport,
so it is easy to construct a VSN. Second, their moving patterns
are predictable or even controllable. This property is suitable
for mobile sensor networks. Third, energy is usually not a
concern in VSNs!, so cars can carry sophisticated sensors
and adopt complicated algorithms. However, VSN essentially
inherit the research challenges from VANETs [49] when we
aim at the communication aspect. Besides, the mission of a
VSN may be dynamically changed and each node in the VSN
may not store all possible missions in advance due to its
limited memory size. In this case, how to efficiently perform
reprogramming on some or all nodes will be a challenging task
[50].

Using seagliders and boats to carry sensors could help
scientists to systematically explore the ocean by constructing
a mobile sensor network to provide long-term monitoring of
the ocean. It also makes underwater WSNs become practical.
[45], [46] adopt the static mooring system that contains an
inductive power module to charge the batteries of seagliders.
On the other hand, [47] uses low-power sensors to conserve
energy. However, the underwater environment significantly
extends the propagation delay of an RF signal and could even
absorb /refract the signal. This brings some interesting research
topics: 1) How to develop an efficient underwater communication
protocol? 2) How to provide accurate localization of a seaglider, as
the GPS signal may become very weak underwater?

4 SOFTWARE: COVERAGE SOLUTIONS IN
PURELY MOBILE WSNSs

Coverage is a research issue peculiar to WSNs, which distin-
guishes them from wireless ad hoc networks. Each sensor has
two distances r; and 7. to determine whether it can detect an
event and talk to others, respectively. Coverage problems have
been extensively studied in WSNs and can be classified into
three categories [51]:

1. [40] is an exception because bikes usually do not provide energy.
Thus, sensors have to be powered by AAA batteries.

ACM COMPUTING SURVEYS

o Area coverage problems: Given an ROI within which all
points are treated equally, they ask to deploy a WSN
in the ROI to satisfy both complete coverage where every
point in the ROI is monitored by & sensors and network
connectivity where no sensors are isolated [18]. When
k = 1, the problem is called 1-coverage problem; other-
wise, it is called k-coverage problem.

e Barrier coverage problems: Given a thin belt-area (called
barrier), they ask to deploy sensors in the barrier so that
every intruder can be detected by at least k sensors
before it enters the ROI [52]. When k = 1, this problem
is called strong 1-barrier coverage problem; otherwise, it is
called strong k-barrier problem.

o Point coverage problems: They use sensors to cover a set
of discrete space points, which can be points of interest to
represent an ROI (e.g., event locations) or used to model
physical targets. In static WSNs, the goal is use sensors
to permanently monitor all points. In mobile WSNs, the
goal is to let sensors regularly move to visit these points
to guarantee that they are covered for certain periods.

Below, we survey the coverage solutions by using a purely
mobile WSN, where all sensors have mobility and they can
adjust the topology to satisfy coverage requirements.

4.1 Area Coverage Problems

Area coverage is critical since it affects the event detection
capability of a WSN [53]. Many schemes use a purely mobile
WSN to solve such problems, which are generally divided
into two categories. Force-driven schemes view sensors as elec-
tric charges so that they can exert forces on each other to
move. Graph-assisted schemes adopt graph-theory or geometric
approaches to calculate where to move sensors.

4.1.1 Force-driven Schemes

They aim at solving the 1-coverage problem._E>aCh sensor s;
is exerted by three kinﬁ> of virtual forces: F;4 by the ROI,
F;o by obstacles, and F;; by a sensor s;. A force is either
attractive (positive) or repulsive (negative). Let S be the set
of sensors that exert forces on s;. Then, the combined force on s;
is computed by

F=Fa+Fo+y. . Fy

F
JES}‘ 17

where the orientation of ?1 is decided by the vector sum of all
forces exerting on s;. Sensor s; is iteratively moved by F; until
it enters two states. In the oscillation state, s; moves back and
forth in a small region many times. In the stable state, s; moves
less than a small distance in a period. Thus, s; stops moving in
both cases. N
The work of [54] models an ROI by grids, so Fj4 is
decided by preferential area grids Ay, As, ---, Ay, that exert
attractive forces on a sensor s;. It is computed by the distance
d(s;, A1, Ag, -+, Ap) between s; and these grids. Similarly,
Fio is decided by obstacles grids O, Oz, ---, O, that ex-
ert repulsive forces on s;. It is computed by the distance
d(s;, 01,04, ,0,) between s; and these grids. Every sensor
exerts a force on s;, so Sr contains all sensors (except s;). Each
force Fj; exerted by a sensor s; on s; is either attractive or
repulsive based on the distance d(s;, s;). The force is expressed
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TABLE 4: Comparison on the features of different conveyances used to carry sensors.

research effort application conveyance | localization | energy issue | hybrid WSN
Animal:
work of [36] track zebras zebra GPS v
work of [37] pasturage livestock EMF v
work of [38] track badgers badger RFID v v
VSNs:
work of [39] road survey car GPS
work of [40] bike riding bike GPS v
work of [41] find chemical car GPS
work of [42] monitor COq car GPS
work of [43] car safety car GPS
Seagliders and Boats:
work of [45] explore ocean seaglider GPS v
work of [46] explore ocean seaglider GPS v
work of [47] localize boats boat GPS/IMU v
repulsive repulsive from s; to exert on s; is computed by
force F,, wx_force F,
N > Fy = B trelp = pal) 222
i %/ C K2
combined T2 Ylp; — il
force F; combined . S ’ T
force? where (i; is the sensor density in s;’s communication range,
! re‘p/ulsive is the expected sensor density, and p; and p; are the positions
/ . . . . .
¥ attractive force F, of s; and s;, respectively. Fig. 4(b) gives an example, where
force F, d(s;, s3) > r.. Both s; and s, exert repulsive forces on s; but
i3 s3 does not affect s; since it is outside s;'s communication
range.
@ ®) The work of [56] defines an origin (0, 0) at the ROI’s center
—
to attract each sensor s; by a force F;4 = (27 + y?)'/?, where
moving path

----------- -~

contact
points

U (destination)
()

Fig. 4: Examples of force-driven schemes, where the forces from the ROI
and obstacles are ignored for simplification: (a) attractive and repulsive
forces, (b) only repulsive forces, and (c) bypassing an obstacle using the
right-hand rule.

by a polar coordinate system (R, ), where R and 6 are its
magnitude and orientation:

(wa - (d(si,85) = dw), 0i;) if d(si,55) > den
(wR ’ d(sil,sJ') T+ 01]) if d(sl> S]) < dn
0 if d(Sl, Sj) = dth»

—
Fij =

where dyy, is a threshold distance, f;; is the orientation of
555, and ws and wr are measures of the attractive and
repulsive forces, respectively. Fig. 4(a) gives an example. Since
d(s;,$1) = din = 2r5, F;1 = 0. Then, so exerts a repulsive
force F;5 while s3 exerts an attractive force F;3 on s; due to
d(s;, s2) < din and d(s;, s3) > dy, respectively.

The study of [55] tries to unﬂmly distribute sensors over
an ROI without obstacles, so F;4 = F;o = 0. Sensors are
viewed as electrons and they repel with each other by the

Coulomb’s law in physics, where F;; > Fj if d(s;,s;) <
d(s;, sx). In addition, Fj; = Fyax when d(s;,s;) ~ 0, and
F;; = 0 when d(s;,s;) > r. (this indicates that Sr contains
all s;’s one-hop neighbors). When 0 < d(s;, s;) < r., the force

(x4,9;) is s;’s position and the orientation of F;4 is from
(24,9;) to (0,0). The Rg} may have obstacles but they do not
exert forces on s;, so F;o = 0. Instead, when s; encounters
an obstacle, it moves along the obstacle’s boundary by the
right-hand rule. Fig. 4(c) shows how to bypass an obstacle,
where u is s;’s destination. Points a and b are the obstacle’s
contact points along 5;u. When meeting a, s; keeps contact
with the obstacle, until it reaches b. Since S contains all
s;’s one-hop neighbors, s; is exerted by a repulsive force
F_‘i; = K(1/d?(i,j) — 1/r?) from each neighbor s;, where K
depends on 7. (e.g., K = 100072). Fig. 4(b) gives an example,
where s; is exerted by the repulsive forces from its neighbors
s1 and ss.

4.1.2 Graph-assisted Schemes

A Voronoi diagram can present the proximity information re-
lated to a set of geometric nodes [57]. It is formed by perpen-
dicular bisectors of lines that connect any two nearby nodes,
as shown by dotted lines in Fig. 5(a). Each point in a Voronoi
polygon is closer to the node in this polygon than to any other
nodes. [58] uses this property to solve the 1-coverage prob-
lem by finding coverage holes and moving sensors to reduce
them. Specifically, each sensor s; exchanges its position with
neighbors to construct a Voronoi polygon. Then, s; checks if
it can completely cover its polygon. If not, there must be a
coverage hole. Thus, two methods are proposed to move s;
to reduce that hole, as shown in Fig. 5(a). In the Voronoi-based
method, s; moves toward the farthest vertex us of the polygon,
and stops at the point w; such that d(ui,uy) = r,. In the
minimax method, s; also moves toward uy, but stops at the
point uy; whose distance to all vertices of the polygon is the
minimum. Point uy is identified by checking all circles that
pass through any two or three vertices of the polygon. Among
these circles, the one with the shortest radius that covers all
vertices of the polygon is selected, and its center is thus wus.
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Fig. 5: Move sensors by graph-theory methods.

The minimax method reduces the moving distance of sensors
but incurs higher complexity, as compared with the Voronio-
based method.

The work of [59] solves the 1-coverage problem by het-
erogeneous sensors with different sensing ranges. A modified
Voronoi diagram, called Voronoi-Laguerre diagram [60], is used
to move sensors. Given a circle C', with center ¢; and radius ;
and a Point u, the Laguerre distance between C; apd u i§ defined
by d(Ci, u) = d*(ci, u) —r7. When u lies inside C;, d(Cj, u) < 0
. Then, a Voronoi-Laguerre polygon V (C;) is formed by the set
U of all points such that d?(Cy,u) < d?(Cj,u), Yu € U and
Vj # i. Fig. 5(b) gives an example. Some polygons, such as
V(Cs), are null as they do not appear in the diagram. We
can replace each circle C; by a sensor s; with sensing distance
r; to find coverage holes in the diagram. Then, the following
method guides sensors to move to reduce the holes. If a sensor
s; has a null polygon, it is in an overcrowded area. Thus, s;
stops moving since it cannot improve coverage. Otherwise, s;
moves toward a point p in its polygon such that p has the
minimum distance to all vertices of the polygon. Fig. 5(b) gives
an example, where arrows indicate the moving directions of
sensors. Sensor s does not move since it has a null polygon
V(Cs).

The study of [61] addresses the 1-coverage problem by solv-
ing two subproblems: sensor placement and sensor dispatch. The
placement problem asks to use the fewest sensors to achieve 1-
coverage of the ROI Based on the placement solution (a set of
target locations L), the dispatch problem asks to move sensors
to £ so that their moving energy is minimized. The ROI is
partitioned into subregions based on obstacles. Then, two sen-
sor placement patterns in Fig. 6(a) and (b) solve the placement
problem in each subregion. When r, > \/grs, adjacent sensors
are separated by v/3r,, so both coverage and connectivity are
guaranteed. When r, < V31, adjacent sensors on each row
are separated by 7. to keep the row’s connectivity. Since adja-
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Fig. 6: Sensor placement patterns: (a) 1-coverage when r. > /375, (b)
1-coverage when r. < 1/3rs, (c) 3-coverage when r. < ?rs, and (d)
3-coverage when ?rs <re < 2+T\/§rs.

2 _ 1,2
\/T5 4rc) > r¢, a column

of sensors is required to connect every row. Then, the dis-
patch problem is translated into a maximum-weight maximum-
matching problem. Given a set of sensors S, a weighted complete
bipartite graph G = (SU L, S x L) is constructed. The weight
of each edge (s;, (z;,9;)), si € S, (z;,y;) € L is computed by
w(s;, (xj,y;)) = —Em xd(s;, (z;,y;)), where E,,, is the energy
cost to move a sensor in one unit distance and d(s;, (;,y;))
should consider obstacles. By using the Hungarian method
[62], a maximum-weight maximum-matching M is obtained
from G. Finally, each sensor s; is dispatched to location (z;, y;)
if (si, (5,y;)) € M.

The work of [63] aims at the k-coverage problem by ad-
dressing two subproblems: k-coverage placement and distributed
dispatch. The k-coverage placement problem asks to use the
fewest sensors to achieve k-coverage of the ROIL The dis-
tributed dispatch problem asks sensors to contend for the
target locations so that they consume less energy. To solve the
k-coverage placement problem, three cases are considered:

cent rows have a distance of (7‘5 +

1 r. < @rs case: In Fig. 6(c), all O; rows together
provide 1-coverage. When an A; row is placed above
each O; row by a distance of r;, the ROI is 3-covered.
If we apply |k/3] times of the 3-coverage placement
and (k mod 3) times of the 1-coverage placement, the
k-coverage placement (k > 3) can be obtained.
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(b)

A

©

Fig. 7: Three cases to seek the boundary of an ROI A: (a) s; is outside the
boundary, (b) s; is on the boundary, and (c) s; is inside the boundary.

@rs <r. < %rs case: We can add an N; row
between each A; and O; rows to make the ROI 3-
covered. Fig. 6(d) gives an example, where the cov-
erage of each N; sensor is a circle filled with color and
two adjacent N; sensors have a distance of 2r.. For
k > 3, the placement is realized by the same method
in the above case.

re > %rs case: We can apply k times of the 1-
coverage placement in Fig. 6(a) and (b) to obtain the
k-coverage placement.

2)

Let £ = {(l1,n1),(l2,n2), -+, (lm,"m)} be the set of target
locations, where each location I; has n; vacancies for sensors,
J = 1..m. To solve the distributed dispatch problem, each sen-
sor s; keeps an OCC;[1..m] table, where an entry OCC;[j] =
{(Sjl ) djl)’ (sz’ djz)v B (Sjk-’djk)}/ k < nj;, indicates every
sensor s;, choosing [; as the destination and its distance d;,, to
l;. Initially, OCC;[1..m] is empty. Then, s; chooses the closest
location I; such that |OCC;[j]| < nj (i.e., I; still has a vacancy)
as the destination. Thus, a record (s;,d(s;,[;)) is added to
OCC;[j] and s; moves toward [;. Each sensor periodically
exchanges its table with neighbors. When obtaining a table
OCCy[1..m] from another sensor, s; combines its OCC}[1..m]
table with OCCy[1..m] by OCC;[j] = OCC;[j] U OCCyly],
j = l..m. After the combination, if |OCC;[j]| > n; (ie., too
many sensors compete for /;), the records with longer distances
to [; are discarded until |[OCC;[j]| = n;. Then, s; checks if its
record (s;, ;) is still in OCC;[j]. If not, s; loses the competition
and has to choose another location as the new destination.
When all locations in £ have no vacancy, s; stops moving.

4.2 Barrier Coverage Problems

Barrier coverage has applications such as border surveillance
and immigrant management. Some studies adopt a purely mo-
bile WSN to solve the barrier coverage problems. Specifically,
[64] uses mobile sensors to achieve strong k-barrier coverage
by forming k sensor-disjointed chains to surround an ROI A. A
sufficient condition to achieve the maximum k value is that
n sensors are uniformly placed on the convex hull of A. Thus,
wehave k < (2nrs)/L.(A), where L.(A) is the shortest length
of a barrier chain. Then, a two-step distributed method is
developed for mobile sensors to surround A. In step 1, each
sensor s; seeks A’s boundary (shown in Fig. 7):
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1) If s;’s sensing range does not overlap with A, s; is
outside A’s boundary. Thus, s; moves along a spiral to
seek A with equal probability on all directions.

If s;’s sensing range has partial overlap with A, s; is
on A’s boundary. Thus, s; approaches the boundary
via the shortest path.

If s;’s sensing range is included by A, s; is inside
A’s boundary. Thus, s; moves in a straight line after
selecting a direction to the boundary.

In step 2, sensors form barriers around A by virtual forces.
When s; has two neighbors s; and si, they exert forces to move
s; such that d(s;,s;) = d(s;, si). If s; has only one neighbor
sj, s; exerts a force to move s; such that d(s;, s;) = 2r,. Thus,
all sensors can evenly surround A and achieve strong k-barrier
coverage.

Suppose that sensors move in a barrier by the random
direction mobility model [65], where a sensor arbitrarily selects
the moving direction and its speed is randomly chosen from
[0, Uimax]- Given intruders that attempt to cross the barrier, [66]
derives the k-barrier coverage probability Pr(A > k), where A is
the cumulative coverage count by mobile sensors. The problem
is similar to the kinetic theory of gas molecules in physics
[67], where mobile sensors are viewed as air molecules and
intruders are viewed as electrons. A mobile sensor has to collide
with an intruder for detection. We can use the kinetic theory to
compute the average traveling distance of an intruder between
successive detection by mobile sensors. Let v; be the speed of
an intruder and 7,¢ be the average relative speed of mobile
sensors with respect to intruders. Given the density of mobile
sensors £ and an observation period 7, the coverage rate is
O, = 11+ ¢ Uy, and the average uncovered distance is computed
by the traveling distance of an intruder divided by the number
of sensor coverage (which equals to the intruder speed divided
by the coverage rate):

V; o
61) o Q- Erel

The probability that an intruder meets j mobile sensors along
its traveling path is

V; 2rs + 7'('7"?

VT

A= , where =

—Oy-7 (S J
Pr(A=j)= £ O T
J!
Therefore, the k-barrier coverage probability can be derived by
k—1
Pr(A>k)=1-> Pr(A=j)
j=0
_, Joo e At T(k,0, - 7)
B Jo th—le—tdt O

where I'(k, ©,, - 7) and T'(k) are the incomplete Euler gamma
function and the Euler gamma function, respectively. Then, by
adjusting the number of mobile sensors (i.e., changing 1), the
desired k-barrier coverage probability can be obtained.

The work of [68] considers that sensors are not enough
to achieve strong 1-barrier coverage and thus exploits their
mobility to increase the intruder detection probability. Given a
belt area, intruders may cross it from one boundary to another.
Let m be the minimum number of sensors required to provide
strong 1-barrier coverage and n be the number of mobile
sensors, where n < m. Intruders arrive stochastically at each
point ¢, ¢ = 1..m, and time is divided into slots. At any point,
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the intruder inter-arrival time x is a random variable in the
Weibull distribution [69]:

-1 x
density function: f(x) = ? (%) e_(i)57

2B
cumulative function: F(z)=1— ef(X) ,

where x > 0, A > 0, and 8 > 1. When 8 = 1, the Weibull
distribution degrades to the Poisson distribution. Let a! denote
the state of intruder arrival, where a! = 1 if an intruder arrives
at point i in slot ¢ and a! = 0 otherwise. Also, let b! be the state
of sensor presence at point i, where b! = 1 if a sensor stays
at point 7 in slot ¢ and bt = 0 otherwise. Then, the goal is to
increase the intruder detection probability

i S T alh
v YL ML df
while minimize the average moving distance Love Of sensors.
Two schemes to let mobile sensors patrol in the belt area are
proposed. In the periodic monitoring scheduling scheme, each
sensor at point j, j = 1..m, moves to point (j + n) mod m
and stays at the new point for 7 slots. The iteration is repeated
until all sensors exhaust their energy. Let m’ = m/ged(m,n)
and n' = n/ged(m,n). Then, this scheme guarantees that

Pdetection = y

2rs(mn' + nm’ — 2nn’)
m'T

The coordinated sensor patrolling scheme considers that the points
with higher intruder arrival probabilities should be selected
first. A sensor is marked available if it detected an intruder in
the previous slot and unavailable otherwise. Each unavailable
sensor should stay at its current point since an intruder may
arrive soon. Then, available sensors are assigned to the points
without sensors but with higher intruder probabilities. Thus,
Lnove can be minimized by the scheme.

n

Pdetection = m and Lmove =

4.3 Point Coverage Problems

Some studies use a purely mobile WSN to cover a set of points
in the time domain. These points can be event locations, points
of interest, or physical objects in the ROL Sensors will move to
visit the points to make them covered for a portion of time.

Given a set of locations where events appear, [9] addresses
how to move sensors such that their positions can approximate
to the event distribution. Two schemes are thus developed. In
the history-free scheme, a sensor s; reacts to event k occurring at
location (zy,yx) by updating its position pf' = pF~! + f(D;),
where D; = d((z1,yx),p} ). Here, pf ™! is s,’s position and
f(-) should satisfy three criteria:

1) 0 < f(D;) < D;, which means that s; should never
move past event k.

2)  f(oco) = 0, which indicates that s; need not move if
event k appears far away.

3) f(D;)— f(D;) < D; — Dj, VD; > D;, which implies
that s; cannot move past another sensor s; along the
same vector in response to event k.

Two functions can meet the criteria: f(D;) = D; - e~ P and
f(D;) = aDiB - e77Pi where aePi . (6Df71 - va) > 1
(e.g., @ = 0.06, 5 = 3, and v = 1). Besides, the history-
based scheme lets sensors keep the event history to get a better
approximation of event distribution. It uses a cumulative distri-
bution function (CDF) of events to update the sensors’ positions.
Specifically, s; updates its x-axis position for event k as follows:
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Fig. 8: Sweep coverage: (a) cut route R into three equal pieces and (b) build
a weighted complete graph based on two given points u; and uz, where
d(ui,u2) = 1.

1) Increase CDF bins that represent positions > xy,.

2) Scale CDF by a factor k/(k + 1).

3) Find two CDF bins b; and b;41 such that b; <
pFH(x) < bjy1, where pf~!(z) is the current x-axis
position of s;.

4) Compute the new x-axis position of s; by interpolating

the values of b; and b .

The y-axis position of s; is updated in the same way.

Given m points of interest, [70] moves sensors to periodically
cover them. A point u; is called ¢;-sweep covered if it is covered
by one sensor at least once in a sweep period t;. Then, the min-
sensor sweep coverage problem decides how to use the minimum
sensors to make each point ¢;-sweep covered. Let v be a sen-
sor’s moving speed. Two schemes are proposed to solve this
NP-hard problem. The CSWEEP scheme assumes that all points
have the same sweep period ¢ and uses a TSP (traveling sales-
man problem) heuristic [71] to find a route R to visit all points.
Then, it cuts R into equal pieces with length of D = v - t/2,
as shown in Fig. 8(a). Each sensor continues moving along one
piece of R back and forth, so each point on the piece is visited
by the sensor at least once in every 2- D /v = ¢ period. Besides,
the GSWEEP scheme allows points to have different sweep
periods. For each point u;, GSWEEP computes its monitoring
frequency f; = [1/t;]. Let fa = ged(f1, f2,- -+, fm)- Then, a
weighted complete graph is constructed, where the vertex set
contains all m points and the duplications of each point. Here,
each point u; has k; = (f;/fa) — 1 duplications. The weight
of the edge from a point u; to another point u; (or each of
u;’s duplications) is d(u;, ;). However, the weight is set to
infinite for each edge from wu; to its duplication (or between
two duplications of u;). Fig. 8(b) gives an example, where u; ;
and u, o are u;’s duplications, and us ;1 is u2’s duplication. The
weights of edges (w1, u1,1), (w1, u1,2), (u1,1,u1,2), (ug, uz,1) are
00. GSWEEP uses a TSP heuristic to find a route R to visit all
vertices in the graph. It then cuts R into equal pieces, each
with length of D = v/(2fg), and uses one sensor to move
along each piece. Since every point u; has k; duplications on
R, u; is visited at least k; + 1 = f;/ fq times in a 1/ f& period.
In a t; period, u; is visited at least f;/fa - t; - fo = 1 time, so
u; is t;-sweep covered.

The work of [72] uses rotatable and directional (R&D) sensors
to cover a set of objects, where the sensing range is a sector
with angle of # and each sensor has the rotation ability. The
time axis is divided into frames during which a sensor rotates
360° and spends total time 7' to cover objects. An object is
called d-time covered if it is covered by a sensor for at least
0T time per frame, where 0 < ¢ < 1. Fig. 9(a) gives an
example, where sensor s; divides T" equally to cover the objects
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Fig. 9: Use R&D sensors to cover objects.

in sectors A and B, and sensor s; divides 1" equally to cover
the objects in sectors C, D, and E in a frame. The objects in
sectors {A, B} and {C, D, E} are 1/2- and 1/3-time covered,
respectively. Then, the R&D sensor deployment problem decides
how to use the minimum Ré&D sensors to make a set O of
objects d-time covered. Two methods are designed to solve this
NP-hard problem. The maximum covering deployment (MCD)
method computes a set of disks D to cover all objects in O
[73]. Then, it uses a greedy strategy to select a disk from D
that covers the maximum objects and then deploys sensor(s)
in the disk’s center to make its objects J-time covered. This
iteration is repeated until all objects in O are covered. Besides,
the disk-overlapping deployment (DOD) method improves the
greedy strategy by using disk overlap. When two disks are
close enough such that some objects locate inside both disks,
these objects may be covered by one sector. Fig. 9(b) shows
an example, where § = 1/2. The MCD method places two
sensors at s; and two sensors at s; to make all objects 1/2-time
covered, since each sensor supports only two sectors. In fact,
the sensor at s, covers all objects in sectors C, D, and E, so the
DOD method requires only three sensors (each at s;, s;, and

Sk).

4.4 Discussion on Coverage Solutions in
Purely Mobile WSNs

Table 5 compares the coverage solutions mentioned in Sec-
tion 4. For area coverage, the benefit of using virtual forces
or a Voronoi diagram is that sensors can move in a distributed
manner. However, these schemes can only solve the 1-coverage
problem since they do not deal with cooperative sensing
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among sensors. Using geometry to compute the sensor loca-
tions helps decide the number of sensors in advance, so it can
solve the k-coverage problem [63]. However, the computation
has to be done in a centralized manner. [55], [56], [58] assume
a binary sensing model, where a location is either covered or
not covered by a sensor (depending on 7). This assumption
is not practical, so [54], [61], [63] extend their solutions by
considering a probabilistic sensing model, where a location is
covered by a sensor with some probability function. Only
[59] addresses heterogeneous sensors, where they have different
sensing ranges. Such heterogeneity can help improve other
coverage solutions since most of them assume that sensors
have the same r, value. Besides, [54], [56], [61] allow the ROI
to have obstacles, so their coverage solutions can be applied
to practical deployment. However, the current solutions only
support coverage in the space domain, which means that sen-
sors will never move once they have covered an ROI. Since
mobility is the superiority of mobile sensors, one research
challenge is how to solve the area coverage problems in the
time domain, where the ROI(s) may be changed as time goes
on. Furthermore, due to the ROI’s shape or obstacles, sensors
may have irregular sensing range such as polygons [74]. It
thus deserves further investigation to use mobile sensors to
deal with this case since most existing schemes are based on
the assumption of disk-based sensing range.

For barrier coverage, [64] lets sensors form k sensor-
disjointed chains to satisfy strong k-barrier coverage, but it
only supports coverage in the space domain (i.e., sensors will
not move after forming the chains). Motivated by the kinetic
theory, [66] finds the k-barrier coverage probability where sen-
sors keep moving. However, sensors move randomly instead
of intentionally. [68] intentionally moves sensors to increase the
intruder detection probability. However, it only considers the
1-barrier coverage case. Both [66] and [68] support coverage in
the time domain since they allow sensors to continue moving
to search intruders. However, all of the barrier coverage solu-
tions assume the binary sensing model. Their results can be
improved by considering the probabilistic sensing model. In
addition, it is critical to detect the moving path of an intruder
in a WSN. For example, an intruder’s penetration path is its
crossing path that enters the barrier from one side and leaves
the barrier from the other side. Accurately describing the
penetration path is important in some monitoring applications.
Also, an exposure path measures how well a barrier can be
covered in terms of the expected ability to detect a moving
intruder (the higher the exposure, the better the coverage
in the barrier). Both penetration and exposure paths have
been studied in static WSNs [75]-[77]. However, it deserves
further investigation to use a purely mobile WSN to solve these
problems by exploiting sensor mobility.

For point coverage, [9] moves sensors to approximate to
the event distribution, so it can use more sensors to detect
event occurrence. However, this also involves complicated
computation (i.e., complex f(-) function and CDF). Both [70]
and [72] formulate NP-hard problems to monitor a set of
points/objects in the time domain, which provide a novel
perspective on sensor coverage. However, [70] assumes that
sensors have the same moving speed while [72] considers that
all objects have the equal importance. They can be improved
by considering the heterogeneity of sensors and objects. In
addition, one could apply the probabilistic sensing model to
these coverage solutions to make them more practical. The
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TABLE 5: Comparison on the features of different coverage solutions by purely mobile WSNs.

ACM COMPUTING SURVEYS

research coverage proposed sensing coverage | obstacles
effort problem method model domain allowed
Area coverage:

work of [54] 1-coverage virtual force probabilistic space v
work of [55] 1-coverage virtual force binary space

work of [56] 1-coverage virtual force binary space v
work of [58] 1-coverage | Voronoi diagram binary space

work of [59] 1-coverage | Voronoi diagram | heterogeneous space

work of [61] 1-coverage geometry probabilistic space v
work of [63] k-coverage geometry probabilistic space

Barrier coverage:

work of [64] k-barrier virtual force binary space

work of [66] k-barrier probability binary time

work of [68] 1-barrier probability binary time

Point coverage:

work of [9] point CDF binary time

work of [70] point TSP binary time

work of [72] point geometry sector time

topic of point coverage by mobile sensor networks is not well
studied yet. One research challenge is to develop various point
coverage problems by taking advantage of sensor mobility.
Besides, another open research challenge is how to make
sensors cooperate to satisfy the coverage requirements (e.g.,
sharing the coverage time of two or more sensors for certain
points/objects).

5 SOFTWARE: DISPATCH ALGORITHMS IN
HYBRID WSNs

A hybrid WSN consists of static and mobile sensors. Static sen-
sors monitor the ROI, whereas mobile sensors tactically move
to some locations to conduct certain missions. Sensors can use
GPS or other localization schemes [78] to obtain their positions.
Following the taxonomy in Fig. 1, this section discusses three
kinds of missions by mobile sensors. First, each mobile sensor
acts as a data mule or mobile relay to pass data from static
sensors to the sink. Second, mobile sensors are responsible for
faulty recovery by restoring network coverage or connectivity.
Third, mobile sensors visit event locations indicated by static
sensors to provide more in-depth analysis.

5.1 Dispatch Mobile Sensors for Data Collection

Mobile sensors can travel in a hybrid WSN to collect data
from static sensors. This is useful when the WSN is partitioned
into isolated subnetworks. In this case, mobile sensors are also
called data mules (or data ferries) as they collect data on behalf
of the sink. Besides, mobile sensors can help relay data for
static sensors to save their energy, or even become a part of the
routing tree. In this case, mobile sensors are also called mobile
relays. Below, we introduce the dispatch algorithms to reduce
the data delay in a hybrid WSN by exploiting the mobility of
data mules and mobile relays.

5.1.1 Data Mules

Given a hybrid WSN containing n data mules, [79] decides
their paths to collect data from each static sensor to reduce the
average delay. The ROI is divided into n grids. Each grid g;
has a length of [ and is handled by a data mule s;. The TSP
method in [80] is applied to compute s;’s path such that the
overall data delay in g; is minimized. Since two data mules in
adjacent grids may want to exchange data, two methods are
developed. In the node replying method, the paths in two grids
g; and g; can be combined by selecting the static sensor in g;

Fig. 10: Move data mules in a grid-based ROL: (a) node replying method
and (b) ferry relaying method.

that is closest to g; as a contact point. Then, data mules s; and s;
meet at the contact point to exchange data. Fig. 10(a) gives an
example, where the paths in g3 and g4 are combined. Besides,
the ferry relaying method designates eight contact points along
the grid boundary, where any two adjacent contact points are
separated by [/2. Each data mule s; computes a path to visit all
static sensors and contact points in its grid g;. The data mules
in any two adjacent grids move in reverse directions of each
other, so they can meet on some contact points, as shown in
Fig. 10(b).

The work of [81] uses a data mule to traverse a static WSN
to collect data but the length of its moving path is bounded.
Thus, some static sensors cannot meet the data mule and
require multihop relays to reach it. Since longer relaying paths
spend more energy of static sensors, the goal is to compute
the moving path of the data mule to save the energy of static
sensors (by reducing their relaying paths). The ROI is divided
into strips, each with width of Ay. Given an entrance point u,
and an exit point u;, a divide-and-conquer scheme is proposed:

1)  Find a turning point on the center of each strip’s bound-
ary. Then, select the turning point u; such that when
the data mule moves along the path u, = u; = u,
static sensors can spend less energy. For example, four
turning points w1, u2, us, u4 are found in Fig. 11(a) and
the moving path u, = ug = uy, is selected.

2) Group static sensors into clusters based on their dis-
tances to line segments u,u; and u;uy,, where a static
sensor chooses the closest line segment. Then, each
strip is cut into two halves accordingly. Static sensors
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Fig. 12: Move data mules by Hamiltonian cycles: (a) centralized ferry
relaying method, (b) bus ferry relaying method, and (c) neighbor ferry
relaying method.

which cannot meet the data mule (along the moving
path) should decide the relaying paths to reach it.
Repeat the above two steps until the length of the
moving path reaches the bound. Fig. 11(b) shows the
result after three iterations.

Given a hybrid WSN with n data mules, [82] uses Hamil-
tonian cycles to decide their paths to visit each static sensor,
where a Hamiltonian cycle is a cycle in an undirected graph
that visits every node exactly once and returns to the starting
node. Three methods are proposed, as shown in Fig. 12. In
the centralized ferry relaying method, a contact point (marked by
a triangle) in the ROI is selected for all data mules to meet
and exchange their data. The ROl is divided into n subregions
using the contact point as the center. Each subregion is handled
by a data mule and a Hamiltonian cycle is formed to visit all
static sensors in the subregion and the contact point. Then, the
bus ferry relaying method forms n Hamiltonian cycles, where

3)
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n — 1 cycles are used to visit all static sensors and one special
cycle called bus is used to connect all other cycles. The data
mule on the bus is responsible for exchanging data with others.
Finally, the neighbor ferry relaying method uses a Hamiltonian
cycle to visit all static sensors. Like a relay race, each data
mule s; moves along several segments of the cycle. When s;
meets the next data mule s; 1, it passes data to s; 1 and waits
for the previous data mule s;_; to pass data again.

5.1.2 Mobile Relays

Given a set of static sensors S that form a routing tree 7 rooted
at a sink B, [83] moves a mobile relay along a cyclic path to
relay data from a subset S, C S of static sensors to B. The
goal is to find the path such that its length L,(S,) < Lyax and
the total hop count from each static sensor to its closest node
in S, (along T) is minimized. This can alleviate the funneling
effect [84], where the sensors closer to the sink will exhaust
energy faster. Let S, be { B} initially. Then, a four-step method
is developed:

1) Let W be the candidate set. For each s; € § — S,, if
L,(S, U{si}) < Lmax, s; is added to W. However,
if W = 0 (i.e, we cannot find any s;), the method
terminates.

Each s, € W is associated with a utility computed by

Zs_jGS dT(SJ’ SU) - Zs_jES dT(Sjvs’U U {SZ})
Lp(Sy U {si}) = Ly(Sy)

where d7(s;,S,) is the minimum hop count from s; to
anode in S, (along T). Here, the utility of s; indicates
the reduction ratio of total hop count that data have to
be relayed along 7 to the increase of path length after
adding s;. Then, the static sensor s; with the maximum
utility is added to S, and removed from W.
Recompute the utility of every s; in S,.. If U(s;) = 0,
it is removed from S,,.

Repeat the above iteration (i.e., steps 2 and 3) until

W =0.

2)

Ul(si) =

3)

4)

Fig. 13 gives an example, where W = {s1, 52, s3} by step 1.
In iterations 1 and 2, s; and s, are moved from W to S,. In
iteration 3, s3 is added to S,, resulting in U(s;) = 0. Thus, s;
is removed from S, and the final path is B = sp = s3 = B.
The work of [85] uses static and mobile relays to connect
multiple isolated WSNs (called segments). However, the relays
are not enough to connect all segments if they stay stationary.
Thus, mobile relays have to traverse between segments to
connect them. To decide relay positions, a minimum Steiner tree,
which is a minimum spanning tree considering extra Steiner
points to reduce the tree length, is constructed to connect all
segments. Each Steiner point is placed with a static relay to
serve as a contact point for mobile relays. Then, we sort all edges
connecting leaf segments and select the shortest edge to assign
a mobile relay to traverse. This process is repeated until static
relays become enough to connect the remaining edges. The
rationale is that an edge serving only ingoing/outgoing traffic
of a single segment has the least impact on data delay if we use
a mobile relay to traverse it. This method can be improved by
using just a mobile relay to traverse two adjacent edges if their
data delay is below a threshold d7. Fig. 14 gives an example,
where six segments denoted by L; to Lg are connected by a
minimum Steiner tree with three Steiner points S;, S2, and
53. Edges (Ll,SQ), (LQ,Sl), (Lg,Sg), (L5,Sl), and (LG,Sg)

)
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Fig. 13: Form a cyclic path to visit static sensors: (a) iteration 1: S, =
{B} U {s1} and W = {s2,s3}, (b) iteration 2: S, = {B,s1} U {s2} and
W = {s3}, and (c) iteration 3: S, = {B, s2} U {s3} and W = 0.

static
relay

(@

(b)

Fig. 14: Use static and mobile relays to connect segments: (a) Construct
a minimum Steiner tree and assign relays to connect edges and (b) two
edges (L2, S1) and (Ls, S1) are connected by one mobile relay.

are connected by mobile relays. Other edges are connected by
static relays to reduce their data delay. The method is improved
by using a mobile relay to traverse both edges (Lo, S1) and
(Ls, S1) since their data delay keeps below ér.

The study of [86] considers a hybrid WSN where static
sensors generate CBR (constant bit rate) data and mobile
sensors form a network backbone to relay data. The goal is
to construct an optimal routing tree from all static sensors to
the sink by finding the positions of mobile sensors in the tree
such that both the energy spent by relocating mobile sensors
and the energy spent by relaying data from static sensors to
the sink is minimized. Suppose that a mobile sensor s; moves
from a position o; to a new position u;, and it relays m-bit data
to the neighbor s;1 at position ;1. Then, s;’s energy cost is
computed by E(s;) = (k-d(0;,u;)) + (am~+bm-d?(u;, uir1)),
where the first and second terms respectively indicate its
sensor-relocation and data-relay energy costs, k depends on the
moving speed, and a and b are constants decided by the
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Fig. 15: The change of a routing tree: (a) no mobile sensors should move
when m is small, (b) mobile sensors in the tree move when m is medium,
and (c) the tree has to include more sensors when m becomes large.

environment. Then, a three-phase algorithm is proposed to
find the optimal tree:

1) Tree construction phase: For any two sensors s; and s;
at positions o; and o, respectively, their edge weight
is defined by w(s;,s;) = a + b - d*(0;,0;). Then, we
construct a shortest-path tree rooted at the sink to all
static sensors.

2) Node insertion phase: This tree is improved by adding
more relay nodes to save energy. For each mobile
SENSOr Sey¢ NOt in the tree and each tree edge (s;, s;),
we compute the reduction in the energy cost when 5.,
joins the tree such that data is relayed by the new path
8; = Sout = S;j. Then, we repeatedly insert the mobile
SeNSor Sy, with the maximum reduction until the tree
no longer saves any energy.

3) Tree optimization phase: Some sensors in the tree are
relocated to minimize their energy costs E(s;). The
detail can be found in [86].

Fig. 15 gives an example to show how the optimal tree changes,
where two static sensors s; and s, generate CBR data with
mbits.

5.2 Dispatch Mobile Sensors for Faulty Recovery

Due to random deployment or node failure, a WSN may have
coverage holes that are not covered by any sensor. What’s worse,
the WSN could be partitioned. Adding mobile sensors can per-
form faulty recovery by restoring coverage and connectivity.
For instance, [87] proposes a bidding protocol to use mobile
sensors to fill coverage holes in a hybrid WSN. Each mobile
sensor has a base price related to the size of any new coverage
hole caused by its movement, which indicates the moving cost
in terms of coverage. Static sensors use the Voronoi diagram
to check if there is a coverage hole in the proximity. If so,
a bid is estimated by 7(D — r)?, where D is the distance
between the bidder (static sensor) and the farthest vertex of
the Voronoi polygon. Then, static sensors use their bids to
compete for mobile sensors. A mobile sensor only accepts
those bids larger than its base price to ensure that its leaving
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Fig. 16: Move mobile sensors to satisfy desired coverage in each grid: (a)
initial WSN deployment and (b) using a flow network to assign mobile
sensors, where the capacity of an edge without number is 1.

will not generate a larger coverage hole than that to be filled.
It selects the highest bid and moves to fill the largest hole.
Then, the mobile sensor’s price is updated by that bid. Besides,
static sensors use two strategies to select mobile sensors. In the
distance-based strategy, a bidder selects the closest mobile sensor
to bid, which attempts to reduce the average moving distance
of mobile sensors. In the price-based strategy, a bidder selects
the cheapest mobile sensor to bid. Since the selected mobile
sensor will generate the smallest coverage hole when it leaves,
this strategy could reduce the opportunity that other mobile
sensors should move to fill the newly generated hole in the
future.

In [88], a hybrid WSN is deployed in an ROI divided into n
grids. Each mobile sensor can move in one-grid distance. The
gap of a grid g; is defined by a; = max{k — |g;|,0}, where
k is the desired number of sensors in a grid and |g,| is the
number of sensors in g;. The goal is to move mobile sensors
to minimize three terms: a) the sum of gaps of all grids, b)
(a§ +ag +---+a2)'/*, and c) the total moving cost of mobile
sensors. Here, & = 1 means minimizing the sum of gaps of all
grids, @ = 2 means minimizing the gap variance, and o = oo
means minimizing the maximum gap. To solve the problem,
a bipartite graph G = (SU L, S x L) is constructed, where S
is the set of mobile sensors and L is the set of grids that have
fewer than k static sensors. An edge (s;,9;), s; € S,9; € L
exists if s; can move to g; (or it stays in g;). Then, by adding
a source node § and a destination node %, G becomes a flow
network. Each edge is given a capacity denoted by b(-,-). For
each s; € Sand g; € £, b(3,s;) = 1, b(s;, ;) = 1, and b(g;, )
is the number of mobile sensors required by g;. Fig. 16 gives an
example, where k = 3. Grids g1, g2, g3, 94 have 1, 2, 0, 1 static
sensors, so b(g1,t) = 2,b(ga,t) = 1,b(gs,t) = 3,b(gs, 1) = 2,
respectively. Each edge is associated with a cost as follows:

1) ¢(3,s;) = 0 and c(s;, g;) is the moving cost for s; to
moveAto g;- . A
2) c(gjvt) = 6 . (Ab(gj?t) - f(g_ﬂt))ar where 6 = Cma)i .

(IS]+1), f(gj,t) is the number of flows on edge (g;,t),
and cpax is the maximum moving cost of a mobile
Sensor.

Then, we can find a maximum set of flows from § to ¢ to
minimize the cost function:

Z f(5i7gj)'c(5ivgj)+ Z C(gjaf)a
s;€S,9;€L g; €L

where f(s;,g;) is the number of flows on edge (s;,g;), and
these flows indicate where to move mobile sensors.
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Fig. 17: Deal with network partition by mobile sensors: (a) initial network
topology, where dominatees are marked by dashed circles and (b) cascaded
movement when s fails.

The work of [89] deals with network partition due to
node failure by relocating mobile sensors. A WSN must be
partitioned if any of its cut-vertices fails. Thus, each sensor s;
checks if it is a cut-vertex. To do so, s; exchanges data with its
two-hop neighbors to know whether it is a dominator (a term in
the connected dominating set, CDS [90]) or a dominatee one-hop
away from a dominator. If s; is a dominatee, it cannot be a
cut-vertex. Otherwise, s; uses a depth-first search tree to check
if there is an alternative path for each of its neighbors to reach
the network when s; fails. If not, s; is a cut-vertex. Fig. 17(a)
shows an example, where s; is not a cut-vertex since it is a
dominatee and s5 is a cut-vertex since it is a dominator and
when it fails, s; cannot find any path to reach the network.
Each cut-vertex selects one neighbor as its failure handler. The
failure handler periodically checks if its cut-vertex is alive
by exchanging heart-beat packets. Once the cut-vertex fails, its
failure handler asks the nearest dominatee to replace the cut-
vertex. Since the dominatee may be far away, which wastes
its energy on movement, a cascaded movement method shown
in Fig. 17(b) is used to balance the moving costs of mobile
sensors. When the cut-vertex ss fails, its failure handler s3 asks
the nearest dominatee sg to replace s;. However, sg does not
directly move to replace s;. Instead, s3 moves to replace sz, s7
moves to replace s3, and sg moves to replace s7. Thus, sg can
save its energy on movement.

5.3 Dispatch Mobile Sensors for Event Analysis

Several studies use static and mobile sensors in a hybrid WSN
to collaboratively monitor events. Static sensors notify mobile
sensors of event occurrence. Mobile sensors then move to the
event locations to perform in-depth analysis. In [91], static sen-
sors detecting events will invite mobile sensors to visit them
for further analysis. Since sensors do not know their positions,
static sensors have to navigate mobile sensors. Specifically,
static sensors detecting the same event elect a leader [; to
broadcast a weight request packet to find mobile sensors. On
receiving this packet, a mobile sensor s; responds a weight
A(s;)-d(si, ;)] E;, where A(s;) is the size of the coverage hole
when s; leaves the current position and it is estimated by the
area of s;’s Voronoi polygon, d(s;, [;) is the hop count between
s; and [, and E; is s;’s residual energy. After collecting weight
responses, l; selects the mobile sensor s; with the minimum
weight. In case of a tie, the mobile sensor with the minimum
d(si, ;) is selected. Then, [; builds a navigation field to guide s;
by sending advertisement (ADV) packets along the path from ;
to s;. In particular, /; sets the highest credit value ¢, for itself.
Then, for each rebroadcast of ADV, a lower credit value is set.
Fig. 18(a) gives an example, where c¢; > c2 > c3 > c4. Then, s;
moves toward [; by searching higher credit values.

The work of [92] formulates a multi-round sensor dispatch
problem, which is NP-complete. Given a set of mobile sensors
S and a set of event locations £ reported by static sensors
in each round, this problem asks to dispatch a mobile sensor
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Fig. 18: Examples of navigating and dispatching mobile sensors to event
locations: (a) leader I; builds a navigation field by credit values and (b)
event locations compete for mobile sensors by bounds.

to visit each event location so that the lifetime (in rounds) is
maximized. When |£| > |S|, event locations are grouped in ad-
vance so that each group is visited by one mobile sensor. Then,
a heuristic to calculate a one-to-one assignment M between L
and S is developed, whose goal is to balance and reduce the
moving costs of mobile sensors:

1) Let w(s;,[;) be the energy cost for a mobile sensor s;
to visit an event location ;. Then, each I; € L is given
a preference list P; that contains mobile sensors ranked
by their w(s;, I;) values in an increasing order. Besides,
l; is given a bound B; to limit the mobile sensors that
it can select. The bound B; is initially set to w(s;,[;)
such that s; is the ath element in P;.

2) Each l; € L selects its first element s; from P;. If s;
is unassigned, (s;,l;) is added to M. Otherwise, M
must have a pair (s;,l,), so l; and [, bid for s;. Three
conditions let [; win the bid: a) B; > B,, b) B; = B,
and w(s;,l;) < w(si,l,), and ¢) B = B, and s; is
the only candidate of /; but not of /,. If so, (8iy10) is
replaced by (s;,1;) in M. Otherwise, s; is removed
from P; and [; checks for other candidate(s).

3) If I; does not have any candidate under bound B;, it
increases B; to w(sg, ;) such that s, is the ath element
in P; and goes back to step 2.

4) Repeat steps 2 and 3 until all locations in £ are as-
signed with mobile sensors.

Here, the bounds are used to balance the energy spent by
mobile sensors to visit event locations. Fig. 18(b) shows an
example, where o = 1. Initially, M = {(s1,[1)}. Then, I and
Iy bid for s;. Since By > Bj, ls wins the bid. So, (s1,11) is
replaced by (si1,l2) in M. In this case, s; is removed from
Py and !; no longer has candidates. Thus, /; increases its
bound to w(sz2,l;) = 140 and selects so. The final result is
M = {(s1,12), (s2,01)}-

The study of [93] extends the multi-round sensor dispatch
problem by considering multi-attribute mobile sensors. Each
event reported by static sensors has one attribute but a mobile
sensor can analyze multiple attributes of events. Mobile sen-
sors may have different attributes, so only the mobile sensors
with the correct attribute can analyze a certain event. This prob-
lem is NP-complete and a two-phase heuristic is proposed.
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In phase 1, a weighted bipartite graph G = (SU L, S x L)
is constructed, where all mobile sensors in & and all event
locations in £ are converted into vertices, and edges connect
vertices between S and L. For each s; € S and each [; € L,
an edge (s;,1;) exists if both s; and [; have the same attribute
and it is given a weight w(s;, ;). Then, the goal is to find a
maximum Pareto-optimal matching M from G. Specifically, given
two matchings M; and M, a mobile sensor s; prefers M to
M, if either condition is true:

1) Mobile sensor s; is matched to an event location in My
but not in M.

2) Assume that s; is matched to event locations I; and Iy,
in M; and My, respectively. It spends less energy to
reach [; than to Iy, thatis, w(s;, ;) < w(s;, lg).

Let us denote by M; >, M, if no mobile sensors prefer M5 to
M and some mobile sensors prefer M; to Ms. A matching
M is called Pareto optimal if there is no other matching M’
such that M’ >, M. In [94], a scheme to find M is developed,
which takes O(|S| - |£] - v/|S| + |£]|) time. Then, phase 2 deals
with the event locations not in M by growing spanning trees.
Each pair (s;,1;) in M is viewed as a spanning tree rooted at
s;. For each [}, € £ not in M, [}, joins a spanning tree such that
a) its mobile sensor has the correct attribute, b) the tree weight
is the minimum, and c) after [} joins the tree, the increase
in the tree weight is minimized. Thus, each spanning tree
has a smaller and similar weight, so mobile sensors can save
their energy and balance moving costs when visiting event
locations.

5.4 Discussion on Dispatch Algorithms in Hybrid
WSNs

Table 6 compares the dispatch algorithms addressed in Sec-
tion 5. Most data collection problems in a hybrid WSN (except
[86]) are NP-complete or NP-hard. [79], [81] divide the ROI
into grids while [83], [85], [86] organize a tree structure to
solve their problems. However, both [81] and [83] aim at
scheduling the path of one single mobile sensor, whereas
other studies use multiple mobile sensors to cooperatively
collect/relay data, which are more efficient. Only [86] proposes
a distributed solution and it allows the mobile sensors to
dynamically change the positions when the WSN generates
different amount of data. Thus, it is more practical for a
large-scale WSN (since sensors can execute the solution by
themselves). One interesting research challenge arises when
there exist wireless chargers [95] in the ROIL. Mobile sensors can
approach these chargers to recharge their batteries but this
will spend some time. Thus, a mobile sensor need not meet
a charger if it has sufficient energy. In this case, it will be a
challenging task to adaptively schedule the moving paths of
mobile sensors by visiting all necessary locations (e.g., static
sensors) and some wireless chargers such that they can have
sufficient energy to complete their jobs on time. Besides, in-
network data reduction technique such as serial data fusion
[96] can significantly reduce the amount of data transmission.
Therefore, another research challenge is how to schedule the
paths of mobile sensors by exploiting this technique so that
they can efficiently collect data from the static sensors.

For faulty recovery, both [87] and [88] aim at restoring a
WSN'’s coverage. However, [87] deals with the problem in a
randomly deployed WSN, whereas [88] divides the ROI into
grids in advance and tries to distribute mobile sensors over
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TABLE 6: Comparison on the features of different dispatch algorithms in hybrid WSNs.
research proposed network NP distributed | fixed
effort method structure | hardness solution path
Data collection:
work of [79] TSP grid v v
work of [81] divide & conquer grid v v
work of [82] Hamiltonian cycle | random v v
work of [83] tree traversal tree v v
work of [85] Steiner tree tree v v
work of [86] routing tree tree v
Faulty recovery:
work of [87] bidding random v v
work of [88] flow network grid v
work of [89] CDS random v
Event analysis:
work of [91] bidding random v
work of [92] bidding random v v
work of [93] matching random v

the grids to let each grid have enough sensors (so the paths of REFERENCES
mobile sensors are flxed). Thus, [87] is more efficient than [88] [1] A. Boukerche, Algorithms and Protocols for Wireless Sensor Networks,

since mobile sensors can dynamically move to heal coverage
holes. Besides, [87], [89] propose distributed solutions for
faulty recovery, which are practical for WSN applications.

For event analysis, both [92] and [93] address the multi-
round sensor dispatch problem, which is NP-complete. How-
ever, [92] can be viewed as a special case of [93] by assuming
that all mobile sensors and events have the same (and only
one) attribute. Thus, [93] is more efficient than [92] because it
addresses a more generalized problem. In addition, [91], [92]
are more practical since they develop distributed solutions to
dispatch mobile sensors. Notice that when mobile sensors are
dispatched for faulty recovery or event analysis in a distributed
manner, mobile sensors in fact adopt a competitive strategy to
contend for the faulty/event locations. Therefore, it deserves
further investigation to apply the game theory [97] to dispatch-
ing mobile sensors in a hybrid WSN.

6 CONCLUSION

Comparing with static WSNs, mobile sensor networks have
more flexibility and capability to cope with variable network
conditions and environmental situations. This article gives a
complete picture of the research progress in mobile sensors
network by presenting a comprehensive survey of their system
hardware and dispatch software. We introduce two popular
types of mobile sensor hardware. One is to develop mobile
robots in which sensors can embed, whereas the other is to
use existing conveyances to carry sensors. They have differ-
ent locomotion models, navigation and localization schemes,
communication styles, and energy-conservation policies. Thus,
mobile sensors can be applied to various environments and
applications. According to the categories of mobile sensor
networks, our discussion on dispatch software is separated
into two aspects. First, we show how to solve different cov-
erage problems by using a purely mobile WSN, where all
sensors are capable of moving. They can adaptively adjust
network topology to satisfy coverage requirements including
area coverage, barrier coverage, and point coverage. Then, in
a hybrid WSN, we discuss how mobile sensors can cooperate
with static sensors to complete various missions such as data
collection, faulty recovery, and event analysis. A number of
open research challenges arise when sensors are possessed of
mobility, which have also been addressed in the article.
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