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Outline

e Computer organization & Architecture
e Great ideas of computer architecture
e Performance Analysis & Technology trends
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Components of a Computer

e [woO core parts
® Processor and memory

e Input/output systems
® User-interface devices
® Display, keyboard, mouse
® Storage devices
e Hard disk, flash drive
® Network adapters
® [or communicating with
other computers
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What is “Computer Architecture” ?

e Designing the organization and hardware to meet goals
and functional Appﬁcaﬁgns
requirements

Operatin

Compiler Firmware

7 INstd
Processor/Mem| I/O 5y5tem| Architecture
Datapath & Control ‘
Digital Design Hardware

Circuit Design
| Layout & fab

Semiconductor Materials
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What is “Computer Architecture” ?

e Covers three aspects of computer design
e Instruction set architecture
e Software and hardware interfaces
e Organization or microarchitecture
e CPU, memory, cache architecture
e Hardware
e Computer systems, e.g., I/O devices
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Computer Architecture Topics

Input/Output and Storage
Disks, WORM, Tape RAID

Emerging Technologies
DRAM Interleaving
Bus protocols

Coherence,
Memory L2/L3 Cache Bandwidth, v
Hierarchy Latency 2
wn
Network §
Corfimunication/ <
VLSI L1 Cache Addressing, .
Protection, Qo
. : =
IInstr‘uc‘I’ion Set Archi‘!’ec‘l’ure[ EXCQPTIOH Handlmgl @)
Pipelining, Hazard Resoluﬂon, Pipelining and|Instruction
Superscalar, Reordering, Level Parallelism
Prediction, Speculation,
Vector, Dynamic Compilation 2
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The instruction Set: a Critical Interface

e Properties of a good abstraction
® [astthrough many generations (portability)
® Used in many different ways (generality)
® Provides convenient functionality to higher levels
® Permits an efficient implementation at lower levels

mstructlon set

ﬂ

J\

hardware
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Elements of an ISA 2dd RL R2. R3

e Set of machine-recognized data types
® Bytes, words, integers, floating points, strings, ...
e Operations performed on those data types
e Add, sub, mul, div, xor, move, ...
e Programmable storage
® Regs, PC, memory
e Methods of identifying and obtaining data referenced
by instructions (addressing mode)
® Literal, register, absolute, relative, reg + offset

e Format (encoding) of the instructions
® Op code, operand fields, ...
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Inside the Processor (CPU)

e Functional units: performs computations
e Datapath: wires for moving data

e Control logic:
sequences data path,
memory, and
operations

e Cache memory
® Small and fast SRAM
memory for immediate
access to data

I

Branch
Fstruction Cache Predecoce Cache Erediction Table

Three Symmetr ic x86 hiruction Decoders | <

VoL

| ToSystem Bus

10
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Great Ideas in Computer Architectures

Abstraction (Layers of representation/interpretation)
Moore’s Law

Performance via pipelining
Performance via parallelism
Hierarchy of Memories
Dependability via Redundancy

11
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Great Ideas: “Abstraction”

High Level Language ﬁﬁiiﬁt[ﬂl']

Program (e.g., C) v[k+1] = temp;

Compiler
P lw  $t0, 0(S2) Anything can be represented
Assembly Language lw  St1,4(S2) as a number
Program (e.g., MIPS) sw o $t1,0(S2) , . !
! sw $t0, 4(52) i.e., data or instructions
Assembler
- 0000 1001 1100 0110 1010 1111 0101 1000
Machine Language 1010 1111 0101 1000 0000 1001 1100 0110
Program (MIPS) 1100 0110 1010 1111 0101 1000 0000 1001
[ | 0101 1000 0000 1001 1100 0110 1010 1111
Machine ]
Interpretation Register File
Hardware Architecture Description | [
(e.g., block diagrams) ALU
Architecture
Implementation

Logic Circuit Description
(Circuit Schematic Diagrams)
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Great Ideas: “Moore’s Law”

Gordon Moore

. . . Intel
e Predicted 2x transistors/chip Cof{,‘uender
every 2 years (1965) B.S. Cal 1950!

® This trend would continue
for the foreseeable future

e Increasing circuit density~= increasing frequency

~=Increasing performance
® Buying faster processors (higher frequency)

13
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o , , Integrated circuit will
Great Ideas: "Moore’s Law™ 4, pie every 18 months

100000000
.:.:.:.:.: ..E | N
................................... I.I.anlum II: 241 m|”|0n
10000000 \Penflum 4: 55 ml”lﬂn
------------- s vaiin o Alpha 21264: 15 million
100000 | Pentium Pro: 5.5 million
PowerPC 620: 6.9 million
Alpha 21164: 9.3 million
100000 Sparc Ultra: 5.2 million
CMOS improvements:
10000 . Dlm size: 2X every 3 yrs
* Line width: halve / 7 yrs
1000 I I I I I .

1570 1575 1580 1585 1550 1555 2000

14
Year
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Great Ideas: “Pipeline”

Obtain instruction from

Computer Architecture & System Lab

Instruction
program storage
Fetch
! . ,
Instruction Determine required
actions and instruction
Decode :
: size
!
Operand Locate and obtain
Fetch operand data
'
Execute Compute result value or
1 status
Result Deposit results in storage
Store for later use
'
Next .
Determine successor
Instruction instruction

S

Processor

Memory

regs

A—N
\1—:/

program

von Neuman

bottleneck

Data

15
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Pipelined Instruction Execution

Time (clock cycles)

N

S 0 Q3 Q

Cycle IECycle ZECycle 3§Cycfe 4§Cyc|e 5

P [pterch .E |-a |

:  |Ifetch

: |rfetch

ECycIe 6§Cycfe 7

16
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Great Ideas: “Parallelism”

Time (clock cyc/es ')

Cycle. 1: Cycfe 23Cycle 3Cycle 4 iCycle 5 Cycle 6: Cycle 7

: |rfetch

Jd 403N

Instruction-Level Parallelism

S0 Q30

In time slot 3 _ . -
Instruction 1 is being execute
Instruction 2 is being decoded
And Instruction 3 is being fetched from memory

______________________________________________________________________________________________________________________________________

17
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Great Ideas: “Parallelism”

< Preamble >

Thread-Level Parallelism

Fork()
" SENNEE NENNET NI Sm—" 2
Ll 1™ | e Each thread executes
Threads | a different instruction
"""""""" i Sstream

(Post-processing) 18
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Great Ideas: “Parallelism”

AAAAAAAA
- ! [CoooooDD
= F 00000000
Pipelining Data-Level Parallelism (DLP)
o O] |O Ol
: g Al [T o ;%&]
10l 1] |A -
(] I (N (@ A0l

Thread-Level

U

arallelism (TLP)

Instruction-Level Parallelism (ILP)

19
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Great Ideas: "Hierarchy of Memories”

iap"‘;’:yrm Upper Level
cce. ime ]
Stagin
Cost Xfé?* L%u'f 4+ faster
CPU Registers :
100s B )-gres Registers
<« 1sns 4 i
Instr. Operands 5’1‘5’96/ ‘;2’5“""8"
Cache X Y
10s-100s K Bytes Cache
~1 ns
$1s/ MByte 1 cache cnfl
Blocks 8-128 bytes
Main Memory v
M Bytes
100ns- 300ns Memory
$< 1/ MByte : 0s
Pages 512-4K bytes
Disk =
10s G Bytes, 10 ms Disk
10,000,000 ns)
0.001/ MByte ¥ Files user/operator !
Mbytes
v Larger
Tape
infinite Tape Lower Level
sec-min

$0.0014/ MByte
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Great Ideas: "Hierarchy of Memories”
Extremely fast

Extremely expensive
Tiny capacity

Processor
chip
DRAM chip —e.qg.
DDR3/4/5
HBM/HBM2/3

SSD,
HDD
Drives

Core
CPU Cache

Fast

Level 1(LD) Cache
Level 2 (L2) Cache

Level 3 (L3)Cache

Physical Memory

Virtual Memory
Solid-State Memory (Flash)
Magnetic Disks

Priced reasonably
Medium capacity

Faster
Expensive
Small capacity
Fast
Cheap
Large
capacity

21
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The Memory Abstraction

e Association of <name, value> pairs Int a=Db;
® Name as byte addresses
® Values aligned on multiples of size

® Sequence of Reads and Writes
e \Write binds a value to an address  command (R/W) 2
® |eft value address (name)
® Read address returns most data (W)  e—
recently written value bound to that
addreSS data (R) <—|—|_
® Right value done
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Processor-DRAM Memory Gap (latency)

1000

Performance

“Moore’ s La

Proc
60%/yr.
T (2X/15yr)

v

DRAM DRAM
970/Yl".

—— e e e e e e e e e = p— p— p— p—

—— —

(2X/10 yrs)

23
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P e=p

S

The Principle of Data Locality

e The principle of locality

>

cache

® Program access a relatively small portion of the address

space at any instance of time
e Two different types of locality

e Temporal locality (locality in time): If an item is referenced,

It will tend to be referenced again soon (e.g., loops, reuse)
e Spatial locality (locality in space): If an item is referenced,

close-by items tend to be referenced soon (e.g., array

access)
e HW often relies on locality for speed

MEM

24
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Great Ideas: “Dependabillity via Redundancy”

e The insecure problem in computer organization
® Unintended electron flow from cosmic rays will cause
unintended transistor behavior

e Redundant Arrays of Independent Disks (RAID)
® Redundant disks that can lose 1 disk but not
lose data
e Error Correcting Code (ECC) Memory

® Redundant memory bits that can be tolerant of
1 bit of data lost

25
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Takeaway Questions

e \What kinds of components are within a CPU?
® (A) Functional unit
e (B) Control unit
® (C) Memory/storage unit

e Why do we need the abstraction of instruction sets?
® (A) Improve the performance of the CPU

® (B) Provides convenient functionality to higher levels
® (C) Lower the power consumption of the CPU
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Takeaway Questions

e \What is the purpose of the memory hierarchy?
® (A) Save the cost of a computer
® (B) Shorten the memory access latency by using data
locality
® (C) Raise the storage capacity of a computer
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Understanding Performance

e Algorithm
® Determines the number of operations executed
e Programming language, compiler, architecture

® Determine the number of machine instructions executed per
operation

e Processor and memory system
® Determine how fast instructions are executed

e |/O system (including OS)

® Determines how fast I/O operations are executed

28
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Trends in Technology

e Integrated circuit technology (Moore’s Law)
® Transistor density: 35% per year
® Die size: 10-20% per year
® |[ntegration overall: 40-50% per year
e DRAM capacity
® 25-40% per year
e Flash memory capacity
® 50-60% per year, 8-10X cheaper/bit than DRAM
e Magnetic disk capacity
® 38-10X cheaper/bit than Flash, 200-300X cheaper/bit than DRAM



X %% National Yang Ming Chiao Tung University

Ny
SHZ1N

=‘, 874 Computer Architecture & System Lab

Measuring Performance

e Typical performance metrics
® Response time
® Throughput
e Speedup of X relative to Y
® Execution time of Y / Execution time of X

® E.g.time takento run a program, 10s on X, 15sonY
® Speedup: 15s/10s = 1.5 -> X is 1.5 times faster than Y
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Bandwidth and Latency

e Bandwidth or s
throughput

® Total work donein a

® E.g. GFLOPs M

TRAFFIC

TRAFFIC

|06 ms

TIME

° L a.t en Cy or res p onse = Number of Data Packets E ;T:Ln:s;:;n:g:zi :::‘

given time

arrived within one second.
time
® Time between the start and completion of an event

31
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Measuring Performance

X iﬁ\ National Yang Ming Chiao Tung University

e Execution time
e \Wall clock time: includes all system overheads (I/O, swapping, etc)
e CPU time: only computation time (time spent processing at a given
job)
e Elapsed time
® Total response time, including all aspects
® Processing, I/O, OS overhead, idle time
® Determine svstem performance
elapsed = read timer();
REAL result = sum(N, X, a);
elapsed = (read timer() - elapsed);

32
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CPU Clocking

e Digital hardware operations governed by a constant-rate clock

<+—Clock period—

Clock (cycles)

and computation | i ! E

Update state . '

® Clock period: duration of a clock cycle
® E.g.,250ps=0.25ns=250x101?s

® Clock frequency (rate): cycles per second
e E.g,4.0GHz=4000 MHz =4.0x 10° Hz
® Clock period: 1/(4.0x 10%s =0.25ns

[
[

Ll -

L

33
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_ CPU Clock Cycles

CPU Time Clock Rate

e Performance improved by
® Reducing the number of clock cycles
® |[ncreasing clock rate (frequency)

One Clock
"Period” _
-
1 Falling edge
<} ...... ’ .(_ ........
0o | LN L
T / \
[ME —- Clock width Rising edge

34
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CPU Time Example

e Computer A: 2GHz clock rate, 10s CPU time

e Designing Computer B
® Aim to reduce the CPU time from 10s to 6s, but will cause 1.2X
more clock cycle of A (how?)
e How fast must the computer B clock rate be?

Clock Cycles; 1.2xClock Cycles,
CPU Time, ) 6s
Clock Cycles, = CPU Time, x Clock Rate
=10sx2GHz = 20x 10°

1.2x20x10° _ 24 x10°
6s 6s

Clock Rate; =

Clock Rate, = =4GHz
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Instruction Count and CPI

e Instruction count for a program
® Determined by program, ISA, and compiler

e Average cycles per instruction
® Determine by the CPU hardware; difference when changing ISAs

Clock Cycles =Instruction Count x Cycles per Instruction

CPU Time =Instruction Count x CPIx Clock Cycle Time

nstruction Count x CP|
Clock Rate
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CPIl Example

e Computer A: Cycle Time = 250 ps, CPI = 2.0
e Computer B: Cycle Time =500 ps, CPI =1.2
e Computer A and B use the same ISA

e Which is faster, and by how much ?

CPU TimeA = Instruction Count x CPIA x Cycle TimeA

=1x2.0x250ps =1x500ps

Ais faster...

CPU TimeB = Instruction Count x CPIB x Cycle TimeB
=1x1.2x500ps =1x600ps

CPUTimeg ~ Ix600ps _

CPUTime, 1x500ps ‘ by this much

37
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CPI in More Detall

e The number of cycles varies across different kinds of
Instructions

Clock Cycles= ) (CPI, xInstruction Count,)
i=1

e \Weighted average CPI

cpl=_ ClockCycles CPI x Instruction Count,
Instruction Count 15 Instruction Count

Relative frequency
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CPIl Example

e Alternative compiled code seguences using instructions

In classes A, B, and C

Class A B C
CPI for class 1 2 3
IC in sequence #1 2 1 2
IC in sequence #2 4 1 1

s Sequence #1:1C=5

» Clock Cycles
=2x1 + 1x2 + 2x3
=10

= Avg.CPI=10/5=2.0

m Sequence #2:IC=6
» Clock Cycles

=4x]1 + 1x2 + 1x3

=9

= Avg.CPI=9/6=1.5

39
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Impacts by CPU Time Components

CPU Time = Instructions y Clock cyF:Ies y Seconds
Program Instruction  Clock cycle

Inst Count | CPI Clock Rate

Program X

Compiler X (X)

Inst. Set. X X

Architecture X X

Technology X

40
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Measuring Parallel Performance

e Speedup is defined as

® The execution time on a single core (T,) over the execution time
on p cores (T,) (Amdahl, 1967)
® Linear or ideal speedup is reached when S, =p

.~ Linear Speedup

i
Sp — —1 Actual Speedup
Speedup
Tp

Number of cores
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Amdahl’'s Law: Theoretical Speedup

e Assume P is the parallel portion of a parallel program,
then (1-P) is the serial portion

e Amdahl's law states that the maximum speedup on N
Processors Is:

Serial Portion

/
S(N) = (1-P) +%

Parallel Portion

=

Serial Portion 42
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Amdahl’'s Law: Examples

e As N tends to infinity, S(N) tends to be 1/ (1-P)

S(N) = (1-P) +%

Parallel Portion

/

99%
95%
90%
715%
50%
25%

Maximum Speedup*

100
20
10
4

2
1.3

43
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Amdahl’s Law

ExTime,, = ExTime 4 x [(l ~ Fractiongpanced )+

Fraction,, nced ]
speadupenhunced

ExTimedd 1

speedupovemll = =

ExTime,, (1- Fraction, . neeq ) + Fractionemanced

speedupenhumad

e Best we could hope to do

1
~ (1 - Fraction,anced)

Speedupaximum

44
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Amdahl's Law: Exan 1PIES

Overall speedup if we make 90% of a program run 10 times faster.

F=09 65=10

1 1
Overall Speedup = =

a_ogy+?9 0.1+0.09

Overall speedup if we make 80% of a program run 20% faster.

F=08 S=12

1 1
Overall Speedup = =

=1.153
a—osy+?8 0.2+0.66
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Energy and Energy Efficiency

e Power: energy per unit of time
e 1 watt=1 joule per second
® Energy =joule

e Thermal Design Power (TDP)
® in watts
® Refersto CPU/GPU power
consumption & the amount of
heat produced
® |mpact the processor speed

e MHz

100 2000

=
80 / 1600
60 1200
40 - 800

20 / 400
0 0

Clock speed Temperature

https://www.cgdirector.com/cpu-tdp-
thermal-design-power-explained/

46
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Static Power

e Power includes both dynamic power and static power

e Static power consumption pgwer

. o< Current
® 25-50% of total power static

X Voltage

static

. Relative energy cos elative area cos
® SCa|eS Wlth n U m ber Operation: Energy (pJ) t ot Area (um?) Retet ‘
. 8b Add 0.03 36

of transistors 16b Add 0.05 67
e Using power gating 2% x
(turn off power of [ read 09
Inactive modules)  [s2wmu 3.1
. 16b FB Mult 1.1
to reduce static 32 FB Mul 37
32b SRAM Read (8KB) 5
power 32b DRAM Read 640

1 10 100 1000 10000 1 10 100 1000
[Horowitz, ISSCC 2014, 65nm] 47
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Dynamic Power and Energy

e Dynamic energy
® Transistor switch from 0->1 or 1->0
® The capacitive load
® Include energy stored in materials and devices
® Causes changes in voltage to lag behind changes in current

Energydynamic o< 1/2 X Capacitive load X V-:)ltage2

e Dynamic power
® Reducing clock rate reduces power, not energy

——
—

Power 4 1 amic 1/2 X Capacitive load X \Jolt.agre:2 x@:queney switched

—— —

48
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Reducing Power

e Techniques for reducing power
® Dynamic Voltage-Frequency Scaling
® |ow power state for DRAM, disks

® Turning off cores

Power (% of peak)

100

80

60

40

20

0

DVS savings (%)

T T T T T T T
Ide 7 14 21 29 36 43 50 57 64 71 79 86 93 100
Compute load (%)

49
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Takeaway Questions

e \What kind of components will affect the instruction count?
® (A) The implementation of a program
® (B) The compiler
® (C) The semiconductor processing technology

o A program spends 10% of its time on the serial codes.
What is the speedup when running this program on a

100-core CPU using Amdahl’'s Law?
e (A)10X

e (B) 100 X

e (C)5.26 X



