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Outline

● Computer organization & Architecture

● Great ideas of computer architecture

● Performance Analysis & Technology trends
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Components of a Computer

4

● Two core parts
● Processor and memory

● Input/output systems
● User-interface devices

● Display, keyboard, mouse

● Storage devices

● Hard disk, flash drive

● Network adapters

● For communicating with

other computers



What is “Computer Architecture” ?

● Designing the organization and hardware to meet goals 

and functional

requirements
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Software

Hardware



What is “Computer Architecture” ?

● Covers three aspects of computer design

● Instruction set architecture

● Software and hardware interfaces

● Organization or microarchitecture

● CPU, memory, cache architecture

● Hardware

● Computer systems, e.g., I/O devices
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Computer Architecture Topics
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The instruction Set: a Critical Interface
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● Properties of a good abstraction
● Last through many generations (portability)

● Used in many different ways (generality)

● Provides convenient functionality to higher levels

● Permits an efficient implementation at lower levels



Elements of an ISA
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● Set of machine-recognized data types
● Bytes, words, integers, floating points, strings, …

● Operations performed on those data types
● Add, sub, mul, div, xor, move, …

● Programmable storage
● Regs, PC, memory

● Methods of identifying and obtaining data referenced 
by instructions (addressing mode)
● Literal, register, absolute, relative, reg + offset

● Format (encoding) of the instructions
● Op code, operand fields, …

add R1, R2, R3



Inside the Processor (CPU)
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● Functional units: performs computations

● Datapath: wires for moving data

● Control logic:

sequences data path,

memory, and

operations

● Cache memory
● Small and fast SRAM

memory for immediate

access to data



Great Ideas in Computer Architectures
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● Abstraction (Layers of representation/interpretation)

● Moore’s Law

● Performance via pipelining

● Performance via parallelism

● Hierarchy of Memories

● Dependability via Redundancy



Great Ideas: “Abstraction”
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Great Ideas: “Moore’s Law”
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● Predicted 2x transistors/chip

every 2 years (1965)
● This trend would continue

for the foreseeable future

● Increasing circuit density~= increasing frequency

~= increasing performance
● Buying faster processors (higher frequency)

Gordon Moore

Intel 

Cofounder

B.S. Cal 1950!



Great Ideas: “Moore’s Law”
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● # of transistors on an 

integrated circuit will 

double every 18 months



Great Ideas: “Pipeline”

15



Pipelined Instruction Execution
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Great Ideas: “Parallelism”

In time slot 3,

Instruction 1 is being executed

Instruction 2 is being decoded

And Instruction 3 is being fetched from memory

Instruction-Level Parallelism
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Great Ideas: “Parallelism”

Threads

Thread-Level Parallelism

● Each thread executes 

a different instruction 

stream
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Great Ideas: “Parallelism”

19



Great Ideas: “Hierarchy of Memories”
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Great Ideas: “Hierarchy of Memories”

Extremely fast

Extremely expensive

Tiny capacity

Processor 

chip

Fast

Priced reasonably

Medium capacity

DRAM chip –e.g. 
DDR3/4/5

HBM/HBM2/3

Faster

Expensive

Small capacity

Fast

Cheap

Large

capacity

SSD, 

HDD

Drives
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The Memory Abstraction

● Association of <name, value> pairs
● Name as byte addresses

● Values aligned on multiples of size

● Sequence of Reads and Writes

● Write binds a value to an address
● Left value

● Read address returns most

recently written value bound to that

address
● Right value

int a = b;
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Processor-DRAM Memory Gap (latency)
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The Principle of Data Locality
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● The principle of locality
● Program access a relatively small portion of the address 

space at any instance of time

● Two different types of locality
● Temporal locality (locality in time): If an item is referenced, 

it will tend to be referenced again soon (e.g., loops, reuse)

● Spatial locality (locality in space): If an item is referenced, 

close-by items tend to be referenced soon (e.g., array 

access)

● HW often relies on locality for speed

cache



Great Ideas: “Dependability via Redundancy”
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● The insecure problem in computer organization
● Unintended electron flow from cosmic rays will cause 

unintended transistor behavior

● Redundant Arrays of Independent Disks (RAID)
● Redundant disks that can lose 1 disk but not

lose data

● Error Correcting Code (ECC) Memory
● Redundant memory bits that can be tolerant of

1 bit of data lost



Takeaway Questions
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● What kinds of components are within a CPU?
● (A) Functional unit

● (B) Control unit

● (C) Memory/storage unit

● Why do we need the abstraction of instruction sets?
● (A) Improve the performance of the CPU

● (B) Provides convenient functionality to higher levels

● (C) Lower the power consumption of the CPU



Takeaway Questions
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● What is the purpose of the memory hierarchy?
● (A) Save the cost of a computer

● (B) Shorten the memory access latency by using data 

locality

● (C) Raise the storage capacity of a computer



Understanding Performance
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● Algorithm
● Determines the number of operations executed

● Programming language, compiler, architecture
● Determine the number of machine instructions executed per 

operation

● Processor and memory system
● Determine how fast instructions are executed

● I/O system (including OS)
● Determines how fast I/O operations are executed



Trends in Technology

29

● Integrated circuit technology (Moore’s Law)
● Transistor density: 35% per year

● Die size: 10-20% per year

● Integration overall: 40-50% per year

● DRAM capacity
● 25-40% per year

● Flash memory capacity
● 50-60% per year, 8-10X cheaper/bit than DRAM

● Magnetic disk capacity
● 8-10X cheaper/bit than Flash, 200-300X cheaper/bit than DRAM



Measuring Performance
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● Typical performance metrics
● Response time

● Throughput

● Speedup of X relative to Y
● Execution time of Y / Execution time of X

● E.g. time taken to run a program, 10s on X, 15s on Y

● Speedup: 15s/10s = 1.5 -> X is 1.5 times faster than Y



Bandwidth and Latency
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● Bandwidth or

throughput
● Total work done in a

given time

● E.g. GFLOPs

● Latency or response

time
● Time between the start and completion of an event



Measuring Performance
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● Execution time
● Wall clock time: includes all system overheads (I/O, swapping, etc)

● CPU time: only computation time (time spent processing at a given 

job)

● Elapsed time
● Total response time, including all aspects

● Processing, I/O, OS overhead, idle time

● Determine system performance



CPU Clocking
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● Digital hardware operations governed by a constant-rate clock

● Clock period: duration of a clock cycle

● E.g., 250 ps = 0.25 ns = 250 x 10-12 s

● Clock frequency (rate): cycles per second

● E.g., 4.0 GHz = 4000 MHz = 4.0 x 109 Hz

● Clock period: 1 / (4.0 x 109)s = 0.25 ns



CPU Time
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● Performance improved by
● Reducing the number of clock cycles

● Increasing clock rate (frequency)



CPU Time Example
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● Computer A: 2GHz clock rate, 10s CPU time

● Designing Computer B
● Aim to reduce the CPU time from 10s to 6s, but will cause 1.2X 

more clock cycle of A (how?)

● How fast must the computer B clock rate be?



Instruction Count and CPI
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● Instruction count for a program
● Determined by program, ISA, and compiler

● Average cycles per instruction
● Determine by the CPU hardware; difference when changing ISAs



CPI Example
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● Computer A: Cycle Time = 250 ps, CPI = 2.0

● Computer B: Cycle Time = 500 ps, CPI = 1.2

● Computer A and B use the same ISA

● Which is faster, and by how much ?



CPI in More Detail
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● The number of cycles varies across different kinds of 

instructions

● Weighted average CPI



CPI Example
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● Alternative compiled code sequences using instructions 

in classes A, B, and C



Impacts by CPU Time Components
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Measuring Parallel Performance
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● Speedup is defined as
● The execution time on a single core (T1) over the execution time 

on p cores (Tp) (Amdahl, 1967)

● Linear or ideal speedup is reached when Sp = p



Amdahl’s Law: Theoretical Speedup
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● Assume P is the parallel portion of a parallel program, 

then (1-P) is the serial portion

● Amdahl’s law states that the maximum speedup on N 

processors is:



Amdahl’s Law: Examples
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● As N tends to infinity, S(N) tends to be 1 / (1-P)



Amdahl’s Law
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● Best we could hope to do



Amdahl’s Law: Examples

45



Energy and Energy Efficiency
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● Power: energy per unit of time
● 1 watt = 1 joule per second

● Energy = joule

● Thermal Design Power (TDP)
● in watts

● Refers to CPU/GPU power

consumption & the amount of

heat produced

● Impact the processor speed
https://www.cgdirector.com/cpu-tdp-

thermal-design-power-explained/



Static Power
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● Power includes both dynamic power and static power

● Static power consumption
● 25-50% of total power

● Scales with number

of transistors

● Using power gating

(turn off power of

inactive modules)

to reduce static

power

[Horowitz, ISSCC 2014, 65nm]



Dynamic Power and Energy
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● Dynamic energy
● Transistor switch from 0->1 or 1->0

● The capacitive load

● Include energy stored in materials and devices

● Causes changes in voltage to lag behind changes in current

● Dynamic power
● Reducing clock rate reduces power, not energy



Reducing Power
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● Techniques for reducing power
● Dynamic Voltage-Frequency Scaling

● Low power state for DRAM, disks

● Turning off cores



Takeaway Questions
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● What kind of components will affect the instruction count?
● (A) The implementation of a program

● (B) The compiler

● (C) The semiconductor processing technology

● A program spends 10% of its time on the serial codes. 

What is the speedup when running this program on a 

100-core CPU using Amdahl’s Law?
● (A) 10 X

● (B) 100 X

● (C) 5.26 X


