Chapter 11

"...ﬁ Pearson International Edition

J. Glenn Brookshear +
;.JQ-{[, F O

Copyright © 2009 Pearson Educatlon Inc Side11-1



Chapter 11: Artificial Intelligence

« 11.1 Intelligence and Machines

« 11.2 Perception

 11.3 Reasoning

« 11.4 Additional Areas of Research
« 11.5 Artificial Neural Networks

« 11.6 Robotics

« 11.7 Considering the Conseguences
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WikipEDIA Artificial intelligence

Tlse Frae Emcyolopedia

- Main Page From Wikipedia, the free encyclopedia.

= Community portal
* Current events
* Recent changes

This article is about intelligence exhibited by manufactured systems,
typically computers. For other uses of the term Al, see Al

* Random page Artificial intelligence (also known as machine intelligence and often

* Help abbreviated as Al) is intelligence exhibited by any manufactured (i.e. artificial)

" Donations system. The term is often applied to general purpose computers, and also in the
search field of scientific investigation into the theory and practical application of Al.

Go | Search

toolbox
* What links here
* Related changes
= Special pages

repeating the claim put forth by Alan Turing in "Computing machinery and

intelligence" (Mind, October 1950). However this definition seems to ignore the
possibility of strong Al. Another definition of artificial intelligence is "intelligence
arising from an artificial device". Most definitions could be categorized as

in other languages concerning either systems that think like humans, systems that act like
" Bwarapcku humans, systems that think rationally or systems that act rationally.
= Catala

Artificial intelligence can be considered in two parts: "What is the nature of Ly
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« Al In Business
— Expert Systems E{%‘:—F%ﬁ
— Neural Networ ks fsZRs
- GeneticAIgorithmsﬁlE’diFﬁﬂiaﬁ
— Intelligence Agent ‘Fﬁlﬁr“fﬂ .
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Figure11l.1 Theeght-puzzleinits
solved configuration
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Figure 11.2 Our puzzle-solving machine
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"Deep Blue, the IBM RS/6000 parallé
supercomputer that defeated Chess Grandmaster
Garry Kasparov in May 1997. .
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. ’Fﬁl%%ﬁffﬁ% (1/3)

Elfﬂ%‘?—ﬁ% Br-£l (Natural language processing )

. *Fﬁlif?%‘qk (Al search)

. q;%)'%%&frju (Pattern Recognition ; 154 5 H[)

. %%Q%“’gf (Machine Learning)

«  HIFH 5% (Knowledge-based systems)

« £l (Reasoning) ° %L%?E?VI%% (Logic programming)
. Eﬁl??&'ﬁ (Expert system)

. KMEE?;?FﬁE%‘, (Neural network )

- Gl [WFQE,T % (Genetic algorithm)

T@z’vﬁfﬁ'ﬁ:’ﬁ (Fuzzy theory) , ...

18
Copyright © 2009 Pearson Education, Inc. Slide 11-18



SRR (23)

 Artificial intelligence began as an experimental
field in the 1950s with such pioneers as Allen
Newell and Herbert Simon, who founded the
first artificial intelligence laboratory at
Carnegie-Meéellon University, and John
McCarthy and Marvin Minsky, who founded
the MIT Al Labin1959. (} fﬁrﬁﬁ? MIT
CSAIL )
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M FH,QLEI J’FTLZIEI (3/3)

« Seminal papers advancing the concept of machine
Intelligence include A Logical Calculus of the | deas
lmmanent in Nervous Activity (1943), by Warren
McCulloch and Walter Pitts, and On Computing
Machinery and I ntelligence (1950), by Alan Turing,
and Man-Computer Symbiosis by J.C.R. Licklider.
See cyberneticsand Turing test for further discussion
In wikipedia.
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R (2

. ?%[ﬂ}%ﬁ;%ﬁ (Data Mining)
(TR SRR PRI R
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FetAZ T (Artificial Neuron)
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Intelligent Agents

« Agent: A “device” that responds to stimul
from Its environment
— Sensors
— Actuators

* Much of theresearch in artificial intelligence
can be viewed in the context of building agents
that behave intelligently
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Levels of Intelligent Behavior

» Reflex: actions are predetermined responses to
the input data
* Moreintelligent behavior requires knowledge
of the environment and involves such activities
as.
— Goal seeking
— Learning
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Approaches to Research in Artificial
Intelligence

Engineering track
— Performance oriented

Theoretical track
— Simulation oriented
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Turing Test

» Test setup: Human interrogator communicates
with test subject by typewriter.

» Test: Can the human interrogator distinguish
whether the test subject is human or machine?
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Techniques for Understanding | mages

« Template matching
 |mage processing
— edge enhancement
— region finding
— smoothing
* Image analysis
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L anguage Processing

» Syntactic Analysis (

[

i)

HE

» Semantic Analysis (5 1)
« Contextual Analysis
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Figure 11.3 A semantic net
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Components of a Production Systems

1. Collection of states
— Start (or initial) state
— Goadl state (or states)

2. Collection of productions: rules or moves
— Each production may have preconditions

3. Control system: decides which production to
apply next
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Reasoning by Searching

« State Graph: All states and productions

 Search Tree: A record of state transitions
explored while searching for agoal state

— Breadth-first search
— Depth-first search

36
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Figure11.4 A small portion of the
elght-puzzle’s state graph
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Figure 11.5 Deductive reasoning in the
context of a production system

Start state

Socrates is a man.
All men are humans.

All humans are mortal. Socrates is a man.

All men are humans. :|_=> Socrates is a human.

Socrates is a man.
All men are humans.
All humans are mortal.
Socrates is a human.

Intermediate state

Socrates is a man.
All men are humans.
All humans are mortal.
Socrates is a human.
Socrates is mortal.

All humans are mortal.

. => Socrates is mortal.
Socrates is a human.

Goal state
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Figure 11.6 An unsolved eight-puzzle
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Figure1l.7 A sample search tree

135

1
426

78

135 135
478 728

/\

15 15 135
432 432 742
786 786 86

415 152

/\/\/\/\

35 135 35135 15 15 1313541541561
126 2_6 146 746 436436 465468 3 27324
478 478728 2872872872872 786 86

Copyright © 2009 Pearson Education, Inc.

135

135

13
425
786

13
425
786

1 23 123 123
485 45
786 786

Goal

425
786

413
786

ANAAAA

136 35135 13 123 23 123 123123 12 413 413
8 2182 4 8 485745 145 485 485456 453725 2 5

476 476 762 762 8678676 7678 786 86 786

40
Slide 11-40



Figure 11.8 Productions stacked
for later execution

Top of stack —— Move the 5 tile down.
Move the 3 tile right.
Move the 2 tile up.
Move the 5 tile left.

Move the 6 tile up.
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Heuristic Strategies

« Heuristic: A “rule of thumb” for making
decisions
» Requirements for good heuristics

— Must be easier to compute than a complete solution

— Must provide a reasonabl e estimate of proximity to
agoa

42
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Figure 11.9 An unsolved eight-puzzle

7These tiles are at least one
=7 move from their original positions.

These tiles are at least two
moves from their original positions.
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Game Trees

MAX (X)
»  Problem spaces for typical games are mwo [0 [T O koD D Cox T O T
represented as trees NS
* Root node represents the current wepg L0 TG
board configuration; player must decide
the best s ngle move Fo r)rllake next ; 0;}
« Static evaluator function rates a o : :
board position. f(board) = real number
with >0 “white” (me), f<O for black ]
(you) e [0 (O O
 Arcsrepresent the possible legal w1 0w
moves for aplayer
« [fitismy turn to move, then theroot islabeled a"MAX" node;
otherwise it islabeled a"MIN" node, indicating my opponent'sturn.
« Each level of the tree has nodes that are all MAX or all MIN; nodes
at level | are of the opposite kind from those at level i+1 -
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Minimax Procedure

 Create start node asa MAX node with current board
configuration

« Expand nodes down to some depth (a.k.a. ply) of
lookahead in the game

* Apply the evaluation function at each of the leaf nodes

« “Back up’ valuesfor each of the non-leaf nodes until a
value is computed for the root node

— At MIN nodes, the backed-up value is the minimum of the
values associated with its children.

— At MAX nodes, the backed-up value is the maximum of the
values associated with its children.
* Pick the operator associated with the child node whose
backed-up value determined the value at the root

46
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Minimax Algorithm

2
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MAX /s
‘ MIN 2 7 1 3
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Figure 11.10 An algorithm for a control
system using heuristics

Establish the start node of the state graph as the root of the
search tree and record its heuristic value.
while (the goal node has not been reached) do
[Select the leftmost leaf node with the smallest heuristic
value of all leaf nodes.

To this selected node attach as children those nodes that
can be reached by a single production.

Record the heuristic of each of these new nodes next
to the node in the search tree

]

Traverse the search tree from the goal node up to the root,
pushing the production associated with each arc traversed
onto a stack.

Solve the original problem by executing the productions as they
are popped off the stack.
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Figure 11.11 The beginnings of our
heuristic search
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Figure 11.12 The search tree after two passes

113|565
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Figure 11.13 The search tree after three passes
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(5)

135
42
786

T

135
(4) 426
78

135
(6) 426
7 8

Figure11.14 The
complete search tree
formed by our
heuristic system
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Partial Game Treefor Tic-Tac-Toe

MAX (X)
n A =
MIN {O) X X X
1 X .4
X|0 X| |0 [X
MAX () 0
=== < f(n)=+1lifthepostionisa
O i B win for X.
« f(n) =-11f the positionisa
‘ ‘ win for O.
e (221 (o paope e f(n) = 0if the positionisa
8] ¥ xlo| [xlolo dra\N.
LEility 1 ] +1
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Handling Real-World Knowledge

» Representation and storage

» Accessing relevant information
— Meta-Reasoning
— Closed-World Assumption

* Frame problem
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L earning

 Imitation

» Supervised Training

» Reinforcement
 Evolutionary Techniques
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Artificial Neural Networks

 Artificial Neuron
— Each input is multiplied by aweighting factor.

— Output i1s 1 if sum of weighted inputs exceeds the
threshold value; O otherwise.

* Network is programmed by adjusting weights
using feedback from examples.
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Figure 11.15 A neuroninaliving biological

system
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Figure 11.16 The activities within aprocessing
unit

Processing unit

Produce output
of 0 or 1. —»

Compare effective
input to threshold
value.

Vs Compute effective input:
VW +VoWo+ VW3

e —— ——
e — —— — —
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Figure 11.17 Representation of a processing unit

\ _2
—p 3 1.5 —p
v -1
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Figure 11.18 A neural network with two

different programs
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Figure 11.19 An artificial neural network
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Figure 11.20 Training an artificial neural
network

a. The network performs correctly for the input pattern 1, 1.

62
Copyright © 2009 Pearson Education, Inc. Slide 11-62



Figure 11.20 Training an artificial neural
network (continued)

b. The network performs incorrectly for the input pattern 1, 0.
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Figure 11.20 Training an artificial neural
network (continued)

¢. The upper weight in the second processing unit is adjusted.
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Figure 11.20 Training an artificial neural
network (continued)

d. However, the network no longer performs correctly
for the input pattern 1, 1.
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Figure 11.21 The structure of ALVINN
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Associative Memory

Associative memory: Theretrieval of
Information relevant to the information at hand

One direction of research seeksto build
associative memory using neural networks that
when given a partial pattern, transition
themselves to a completed pattern.
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Figure 11.22 An artificial neural network
Implementing an associative memory
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Figure 11.23 The steps leading to a stable
configuration

a b.
Start: All but the rightmost Step1: Only the leftmost
units are excited units remain excited
c d.
Step 2: The top and bottom Final: All the units on the
units become excited perimeter are excited
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Robotics

 Truly autonomous robots require progress in
perception and reasoning.

« Maor advances being made in mobility
» Plan development versus reactive responses
 Evolutionary robotics
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|ssues Raised by Artificial Intelligence

» \When should a computer’s decision be trusted
over a human’s?

* |f acomputer can do ajob better than a human,
when should a human do the job anyway?

« \What would be the social impact if computer
“Intelligence” surpasses that of many humans?
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