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Abstract—Identifying category of thesis papers is a challeng-
ing task. An automatic classification of thesis task plays an im-
portant role to reduce human workload in the process of paper 
thesis repository system, especially one thesis may have more 
than one label (multilabel). To accomplish this goal, we propose 
a multilabel thesis classification with hierarchical attention net-
work. Our proposed model capture sentence context in a docu-
ment with word-level representation. Experiments conducted 
on thesis datasets from Taiwan ministry of education artificial 
intelligence competition collected from arxiv repository system. 
The result shows that the proposed model achieved the highest 
F1 score compared to another machine learning model with 
68%. 

Keywords—data mining, thesis label classification, deep 
learning 

I. INTRODUCTION 
An automatic classification of thesis category believed as 

an important step to assist human in the process of paper 
archiving. Taiwan Ministry of Education initiative an artificial 
intelligence competition (AI-Cup 2019) to cultivate the 
development of systems for automatically evaluating a paper 
belong to one category or several categories [1]. For instance, 
in computer science thesis paper there are theoretical, 
engineering, empirical and others categories. Furthermore, 
this competition involved developing a system that given a 
paper thesis title and abstract, classify the categories into one 
or several categories. This task called a multilabel categories 
since one paper could be have one category such as others, or 
two categories such as theoretical and engineering. Fig. 1 
shows an example. More information on competition task, 
requirements, dataset and evaluation report can be seen at the 
official website. 

The aim of this paper is to present a description of 
classification system employs in Taiwan Moe AI Cup 2019 
thesis classification task, summary of system results, a short 
information of the competition and our work plan in the future. 
The main contributions of this paper can be summarized as 
follows: 

• we propose a hierarchical attention network for thesis 
multilabel classification. Multilabel classification task 
have its own challenges compare to binary or multiclass 
classification. 

• we provide a principle way to exploit title and abstract 
document features in classification task. Our proposed 
model incorporates attention mechanism in the sentence 
level. 

• we conduct extensive experiments on real-world arxiv 
dataset to demonstrate the effectiveness of proposed 
method for multilabel thesis classification results. 

 
Figure 1. An example of thesis label classification. 

The remainder of the paper is organized as follows. 
Section 2 introduces the propose methods, data preprocessing, 
classification layer and evaluation metrics, and section 3 
describes the results and findings. Finally, the whole paper is 
concluded in section 4. 

II. LITERATURE REVIEW 
In the recent years, text classification researchers find that 

hierarchical attention network are useful to learn a document 
context representation with highlighting word or sentence 
weight in the document [2-4]. 

III. PROPOSED METHOD 
To develop automatic classification of thesis category, we 

describe the problem statement, datasets, network schema and 
the classifier algorithm. The system task is classifying a thesis 
paper category into the following categories: Theoretical 
paper, Engineering paper, Empirical paper, Others. 

A. Problem Statement 
Multilabel classification task is different from traditional 

supervised classification problem. Let 𝑋𝑋=ℛ𝑑𝑑 be the 𝑑𝑑-
dimensional input space. Given a labeled dataset {(𝑥𝑥𝑖𝑖,𝑦𝑦𝑖𝑖)}𝑚𝑚 𝑖𝑖=1, 
where 𝑥𝑥𝑖𝑖∈𝑋𝑋 contains 𝑚𝑚 instances and 𝑦𝑦𝑖𝑖∈𝑌𝑌= {0,1}𝑞𝑞 consists 
of 𝑞𝑞 possible labels, the multilabel learning aims to learn a 
function 𝑓𝑓:𝑋𝑋→𝑌𝑌 that maps an input 𝑥𝑥=𝑋𝑋 to output 𝑦𝑦=𝑌𝑌. In this 
work, the classification task problem is given a title (T) and 
abstract (A) of a scientific paper learn a model 
𝑓𝑓:𝑓𝑓(𝑇𝑇,𝐴𝐴)⟶𝑦𝑦𝑖𝑖∈{0,1}4 where to classify into one, two or three 
labels on the following categories such as Theoretical paper, 
Engineering paper, Empirical paper or Others paper. 

B. Data Preprocessing 
Dataset. We downloaded the thesis classification datasets 

from Taiwan Moe AI Cup 2019 competition, which is 
collected from ArXiv paper repository system especially in 
computer science topic. The dataset provides us metadata 
namely id, title, abstract, author, categories, created date and 
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task 2. There are two datasets provided for us, first training 
dataset consists of 7.000 paper information and second testing 
dataset consists of 20.000 paper information. Table 1 shows 
datasets statistic provided by the competition. 

TABLE I  THESIS CLASSIFICATION TASK DATASETS 

 

To give a clear picture about the dataset, we try to explore 
distribution of categories in training dataset. Table 2 illustrate 
the paper categories distribution in training dataset. The 
categories distribution for each category is not in equal 
percentage. Category fall under ‘others’ become the least 
percentage with 4%, on the other hand, Engineering become 
the most percentage distribution with 48%. 

TABLE II  PAPER CATEGORIES STATISTIC IN TRAINING DATASET 

 

C. Hierarchical Attention Network 
The hierarchical attention neural network schema for 

multilabel thesis classification task is shown at Figure 2. It 
consists several components like word encoder, word 
attention, sentence encoder, sentence attention and 
classification layer. 

Inputs. Let A be text in title and abstract consisting N sen-
tences 𝐴𝐴={𝑠𝑠1,𝑠𝑠2,…,𝑠𝑠𝑁𝑁}. Each sentence 𝑠𝑠𝑖𝑖={𝑤𝑤𝑖𝑖1,𝑤𝑤𝑖𝑖2,…,𝑤𝑤𝑖𝑖𝑀𝑀𝑖𝑖} 
contains 𝑀𝑀𝑖𝑖 words. Each word will be match with word vector 
such as GloVe for vectorization. 

Pre-trained Word Vector. For developing a deep learn-
ing model we employ pre-trained word embedding such as 
Global Vectors for Word Representation (GloVe) developed 
by Stanford [5] and Fasttext sub word embedding provided by 
Facebook [6]. In one hand, Glove Wikipedia 2014 + Giga-
word 5 (6B tokens, 400K vocab, uncased, 50d, 100d, 200d, & 
300d vectors). In the other hand, Fasttext was pre-trained on 
Wikipedia 2017, UMBC web base and statmt.org news da-
tasets with total 16B tokens. Embedding dimension is 300, the 
vocabulary is 1M words. 

Word Encoder. We used a recurrent neural network 
(RNN) based word encoder to represent the sentence in title 
and abstract. In theory, RNN can capture context in the long 
sentence dependency but in practice, the old memory will be 
lost as the sequence sentence becomes longer. This is caused 
by vanishing gradient problem. To better capture context in 
the long sentence Cho et.al. [7] used Gated Recurrent Units 
(GRU) to ensure more persistent memory in the network. We 
laverage GRU to encode the word sequence similar to [2]. 
GRU introduce two gate mechanism such as the reset gate 𝑟𝑟𝑡𝑡 
and the update gate 𝑧𝑧𝑡𝑡. Both reset and update gate control how 
information updated into the state h̃𝑡𝑡. In one hand, the update 
gate 𝑧𝑧𝑡𝑡 how much past information is kept and decides how 
much new information will be added. On the other hand, the 
reset gate 𝑟𝑟𝑡𝑡 controls how much the past state contributes to 
the candidate state. It will forget the previous state if 𝑟𝑟𝑡𝑡 value 
is zero. 

 
Figure 2. Hierarchical attention network for multilabel thesis classification 

ℎ𝑡𝑡=(1−𝑧𝑧𝑡𝑡)⊙ht−1+𝑧𝑧𝑡𝑡⊙h̃𝑡𝑡 
𝑧𝑧𝑡𝑡=σ(Wtxt+Uzht−1+bz) 

h̃𝑡𝑡=𝑡𝑡𝑡𝑡𝑡𝑡ℎ(𝑊𝑊ℎ𝑥𝑥𝑡𝑡+𝑟𝑟𝑡𝑡⊙(Uhht−1)+bh) 
𝑟𝑟𝑡𝑡=σ(Wrxt+Urht−1+br) 

Furthermore, we use bidirectional GRU to capture word 
context from forward direction and backward direction. The 

read the sentence 𝑠𝑠𝑖𝑖 from word forward GRU direction  
𝑤𝑤𝑖𝑖1 to 𝑤𝑤𝑖𝑖𝑀𝑀𝑖𝑖 and backward GRU direction which reads 
sentence 𝑠𝑠𝑖𝑖 from 𝑤𝑤𝑖𝑖𝑀𝑀𝑖𝑖 to 𝑤𝑤𝑖𝑖1: 

 
We get the word context by concatenating the forward 

hidden state  and the backward hidden state  i.e. 
 

Word Attention. In a sentence, not all word gives same 
contribution in the sentence meaning. To capture the weight, 
we proposed word attention in the model. Attention model is 
small dense neural network with formula as follows: 

 
 

Sentence Encoder. We use the same model as word 
encoder to compute sentence encoder. We use a bidirectional 
GRU to encode sentences: 

 
We get the sentence vector output 𝑠𝑠𝑖𝑖∈ℝ2𝑑𝑑×1 by 

concatenating the forward and backward hidden state, i.e. 
, which captures the context from surrounding 

sentences around sentence 𝑠𝑠𝑖𝑖. 



Sentence Attention. To differentiate sentence that 
contributes more meaning in document, we use attention 
mechanism same with word attention mechanism. This 
formula yields 

 
Ground Truth Label. We also convert the target from 

string data type into multilabel vector, we employ the 
MultiLabelBinarizer function from scikit-learn framework [8]. 

D. Thesis Label Classification 
In the previous section we introduce word encoder, word 

attention, sentence encoder and sentence attention 
components. Furthermore, to compute the label probability in 
multilabel classification we employ sigmoid activation layer: 

�̂�𝑦=𝑠𝑠𝑖𝑖𝑠𝑠𝑚𝑚𝑠𝑠𝑖𝑖𝑑𝑑([�̂�𝑡⊕�̂�𝑡]Wf+𝑏𝑏𝑓𝑓) 
[�̂�𝑡⊕�̂�𝑡]denotes the concatenation of learned features for title 
and abstract sentences in the document. 𝑏𝑏𝑓𝑓∈ℝ1×2 is the bias 
weight in the network layer. In addition, for each piece of title 
and abstract, the classification goal is to minimize the cross-
entropy loss function as follows: 

𝐿𝐿(θ)=−ylog(ŷ)−(1−𝑦𝑦)𝑙𝑙𝑠𝑠𝑠𝑠(1−�̂�𝑦) 
where θ denotes the weights hyperparameters in the network, 
𝑦𝑦 is the ground truth label of each class and �̂�𝑦 is the predicted 
class probability. The weight and bias parameters in the 
network are learned through adam optimizer [9], which is 
gradient-stochastic based optimization. 

E. Evaluation Metrics 
In multilabel classification measurement, the F1 score 

(also F-score or F-measure) is a measure of a test's accuracy. 
It considers both the precision 𝑝𝑝 and the recall 𝑟𝑟 of the test to 
compute the score: 𝑝𝑝 is the number of correct positive results 
divided by the number of all positive results returned by the 
classifier, and 𝑟𝑟 is the number of correct positive results 
divided by the number of all relevant samples (all samples that 
should have been identified as positive). The F1 score is the 
harmonic mean of the precision and recall, where an F1 score 
reaches its best value at 1 (perfect precision and recall) and 
worst at 0. 

 

IV. RESULTS AND DISCUSSION 
Submission to the competition were evaluated using F1 

score metrics as shown in Fig. 3. Our submissions using 
machine learning and deep learning model could be shown at 
Tables 3 and 4, respectively. 

V. CONCLUSION AND FUTURE WORK 
In this paper, we propose multilabel thesis classification 

using hierarchical attention network (HAN). Our best result in 
this thesis label classification using hierarchical attention 
network model with pre-trained GloVe word embedding with 
300 dimensions achieved 0.68% F1 measures. This score beat 

the others machine learning model for text classification in 
this case. To improve performance, increasing a number of 
datasets in training phase. 

 
Figure 3. Submission score in competition platform. 

TABLE III  MACHINE LEARNING MODEL 

 

TABLE IV  DEEP LEARNING MODEL 
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