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Abstract: In this article, we present a new slow-start variant, problem, certain new techniques, schemes, or refinements of
which improves the throughput of transmission control protocol slow-start phase of TCP Vegas have been proposed. In these
(TCP) Vegas. We call this new mechanism Gallop-Vegas becausegarlier works, there are three ways to smooth out the besgin

it qui_ckly ramps up to the available bandwidth_and reduces the o postpone the time instant of changing from slow-starspha
burstiness during th_e s_Iow-start phase. TCP is known to send g congestion-avoidance phase. The first approach is seject
bursts of packets during its slow-start phase due to the fastwinaw . 4y hamically to suit various kinds of bandwidth-delay protdu
increase and the ACK-clock based transmission. This phenomenon . . - .

. (BDP) networks [3]; however, it needs to estimate the albégla
causes TCP Vegas to change from slow-start phase to congestlonbandwidth of the network at the steady state. In additioesto
avoidance phase too early in the large bandwidth-delay product . . : .

(BDP) links. Therefore, in Gallop-Vegas, we increase the conges-timate the avallablg bandwidth basgd on en.d—to'-('and cangest
tion window size with a rate between exponential growth and linear @voidance mechanism on a global internet is difficult. Asoth
growth during slow-start phase. Our analysis, simulation results, Way is to set the maximum slow-start threshold to avoid buffe
and measurements on the Internet show that Gallop-Vegas signifi- overflow and limit the sending rate [4], [5], but this not only
cantly improves the performance of a connection, especially during reduces the throughput of a sender but also sets the maximum
the slow-start phase. Furthermore, it is implementation feasible slow-start threshold to a fixed value, 64 kbytes. In a largé’BD
because only sending part needs to be modified. network, this value may be so small that causes Vegas switch-
ing to congestion-avoidance phase early. On the other hiaisd,
Index Terms: SlOW'Start, transmission control prOtOCOl (TCP), fixed slow-start threshold may be of no use in a small BDP net-
TCP-Vegas. work. The last method uses a smooth slow-start algorithra-to r
duce burst data transfer [6]. However, it uses 200 msec fimer
terrupt to control data transfer and only fits some netwoploko
. INTRODUCTION ogy. Furthermore, using timer interrupt increases the haesxl
With the rapid growth of Internet population and the interef the operating system. Besides, some authors consider sev
sive usage of TCP/IP protocol suite, the transmission obnteral network models and mathematically prove the expoakenti
protocol (TCP) congestion control algorithm has becomeya k#crease during slow-start causing the burstiness in themeo
factor influencing the performance and behavior of the freer nication networks [7], [8]. Overall, these works just déser
Several studies have reported that TCP Vegas [1], [2] pesvidhe problems and try to characterize them into models, kt th
better performance than TCP Reno with respect to overall neurstiness problem is still not solved.
work utilization, stability, fairness, throughput, patkess, and  In this paper, we propose a modification of TCP Vegas,
burstiness. Since TCP Vegas uses the difference betweenaaied Gallop-Vegas. During the slow-start phase, Gallegas
expected and actual flow rates to infer the congestion wind@hanges the increase manner of congestion window with a
adjustment policy from throughput measurements, it ugual growth, whose increase speed is between exponential Berea
duces the sending rate before the connection actually iexp@nd linear increase; therefore, a smooth transmission for a
ences a packet loss. sender can be achieved and no burstiness problem may happen.
TCP Vegas successfully detects network congestion in tifeaddition, Gallop-Vegas tries to detect incipient cornigesby
early stage; however, the burstiness during slow-starsgh&omparing the measured throughput to the notion of expected
causes Vegas to change from slow-start phase to congestiheughput. This congestion detection mechanism is same as
avoidance phase too early, especially in a large-banduiitith thatin TCP Vegas, except that it calculates every rourtitnie
with long-delay. Since the sender has no prior knowledge f@&TT) instead of every other RTT. The congestion window is
garding the available bandwidth on the networks, this leatireased only if these two values are close enough, andaithe i
to the abrupt transition of congestion window with exponergrement of congestion window varies according to the ctirren
tial growth and transmission of highly bursty traffic frometh status of the network.
source, and it in turn would cause buffer overflow at the bot- When TCP Vegas changes from slow-start phase to
tleneck link during the slow-start phase [3]-[8]. To soltést congestion-avoidance phase, it decreases the congesitisn w
] ) _ ) dow by one-eighth. This may be suitable for small-bandwidth
Cm%‘”%ﬁciiti;ﬁclﬁ'\é%?t(?r?gﬁg‘g%f 28, 2004; approved for puiitdy Song but in large-bandwidth links it will be slow in reacty
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mental deployment in today’s Internet. Furthermore, thedyan

sis, extensive simulation results, and measurements dnttre 448 ¢ / -+ Exponential growth
net reveal that Gallop-Vegas is more efficient than TCP Vegas 384 | / —— Stable growth
The remainder of this paper is organized as follows. Sec- 320 / " Linear growth

tion 1l describes the details in slow-start phase of TCP ¥ega
Section lll expresses the algorithm and ideas of GallopaSes 192
well as the possible probe strategies. The mathematichlsasa 128 |
of Gallop-Vegas is presented in Section IV. Section V demon-
strates the simulation results and measurements on thrednte e S
Finally, Section VI concludes the paper. o ) 4 6 s 10 12 14 16 18
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II. SLOW-START OF TCP VEGAS Fig. 1. The growth of congestion window size.

The bandwidth estimation scheme in TCP Vegas [1] is proac-
tive because it tries to avoid rather than react to congestie-  much lower window size than optimum one. This in turn results
gas uses the difference in the expected and actual flow rateshort slow-start phase and long congestion-avoidanasgph
to estimate the available bandwidth of the network. When the
network is not congested, the actual rate is close to the ex-
pected flow rate. However, if the actual rate was much smaller Ill. GALLOP-VEGAS
than the expected rate, it indicates that the buffer spatkein A, Motivation
network is filling up and that the network is approaching a

congested state. This difference in flow rates can be calcu—Whe,n a source wants to send a big file as a movie dgta to
lated asDif f — Eapected — Actual, where Ezpected and & destination, the fundamental problem of TCP Vegas in the

Actual are the expected and actual rates, respectively.dg- SIOW-start phase is that due to exponential growth, the esng

notes the minimum-observed round-trip time (also known 49N window size increases too quickly. This causes bias of
BaseRTT), D denotes the actuakTT of a packet, andV’ (given in (1))_and pe_rformance degradation, as well as leads
denotes the congestion window size, thenpected = W/d long congestion-avoidance phase. On the other hand, ifatee d

and Actual = W/D. The estimated backlog of packets in th(gvhose size is not large is needed to transmit, the TCP Veggs ma
network queues can then be computed as not enter the congestion-avoidance phase. However, TC&sVeg

doubles the congestion window size only every other RTT that

(D — d) may spend more RTTs to finish the communication. Further-
A = (Ezpected—Actual) x Base RT'T = W x I (1)  more, in previous works, they either avoid burstiness waitine
limiting factors or address the problems in the slow-sthege,

Similar to Reno, Vegas uses a slow-start mechanism that it they did not provide a valid method for various communica
lows a connection to quickly ramp up to the available ban#ion networks. Shortening the duration of raising the traiss
width. However, unlike Reno, to ensure that the sending r&@n rate to the available bandwidth could improve the sesde
does not increase too fast to congest the network during theoughput for different communication networks, espicfar
slow start, Vegas doubles the congestion window size ewly @ short life-cycle connection. For these reasons, we pepos
ery other RTT. In addition, every other RTT, Vegas calculate§1odification to the slow-start phase, called Gallop-Velgas.
the difference in the flow rated)i f f) and A as given in (1).

WhenA > ~ (whose default is 1), Vegas leaves the slow-staf 1he Scheme of Gallop-Vegas
phase, decreases its congestion window size by 1/8 andsentein Gallop-Vegas, we do not increase congestion window size
the congestion-avoidance phase. in the first RTT, which is either the beginning of a connection

The fundamental problem in the slow-start algorithm of Veafter a retransmission timeout, because we have no idea abou
gas is that doubling its sending rate in short interval caudse the available bandwidth for this connection. After the seto
bias [3]. This characteristic of slow-start may lead toy&dn- RTT, we start to increase the congestion window with a rate be
sition to congestion-avoidance phase and cause sevem-petiveen exponential growth and linear growth. We cabitétble
mance degradation. Under the TCP/IP architecture, it & difgronth? as shown in Fig. 1.
cult to estimate the exact available bandwidth of bottlé&riek When a sending source increases (or decreases) its conges-
along the end-to-end path. Although Vegas has the burstlavdion window at then-th RTT, the influence to the network can
ance mechanism that limits the number of segments to be seaidetected at thg: + 2)-th RTT. As a result, Vegas calculates
at one time (that is, back-to-back) to three segments [2}jlit the A and doubles the congestion window (if it is possible) ev-
causes burstiness in sending packets. According to the@hrk ery other RTT. However, doubling the congestion window size
in short-delay networks, the optimum window size is smatl aitmay cause the traffic burstiness in the network, and therefor
there is no significant difference between RTT and actual dat
transfer time. Thus, burst data transfer occurs un-appgrien - Gallop-Vegas is a variant of TCP Vegas, so the detailed geigor of pa-

. rameters such a&, v, a, andg can be found in [1] and [2].
short-delay networks. But in long-delay networks, sloarist

. ) 2We will prove or disprove if stable growth is the optimal amongwnpossi-
leads to burst data transfer which causes congestion asislt@a ble growth rates under different network conditions.




Table 1. Value, state, and corresponding motivation at the last RTT.

Value State CM atthe last RTT

this state at the even number of times. Since we decreased the
‘incr’ by one half at the last RTT, we do not know the influence
0 (DA <~ ‘incr’is increased by one. of network yet. If we still decreased thietr’ by one half at this
(2)y <A <3 Do notdo any action. RTT again, we may get just the opposite. In other words, it may
1 y<A<p ‘incr’ is decreased by one half ~ be too quickly to decreasencr’ by one half whileA is between
2 8 <A The congestion window size is 7 andg.
decreased by the sum ofitr’ If A'is no smaller tha, we cut the congestion window size
and surplus of queueY — f). down by the sum of the increment at the last RTT and surplus
packets of queue, which & — 3. Then we setstatus to two
for avoiding repeatedly decreasing the congestion windae s
when changing to the congestion-avoidance phase at the first
leads to the congestion-avoidance phase too early. To #visid time. We call the increasing of congestion window (the incre
phenomenon, we calculate tie and increase the congestiomment of incr’) stable growth here after.
window with stable growth (if it is possible) every RTT. Thisap-  We only change one action of Vegas when it gets into
proach for increasing congestion window is more efficiemb€o congestion-avoidance phase at the first time stiittis’ is two,
paring with Vegas, and the effect can be observed by analysig just setétatus to zero without changing the congestion win-
simulation results, and measurements on the Internet. dow because we don't know the influence of network at the last
Let ‘maxincr’ be a dynamic value representing the maximurRTT yet. Otherwise, we perform the same action as in Vegas. In
value of the congestion window increment, amdct’ be the retransmission-timeout phase, we reset these three peame
current window increment, with value 0 at the beginning of @ their default values.
connection or after a retransmission timeout, and no bitiger In summary, Vegas sends two packets back-to-back when it
‘maxincr.’ In order to record the comparison result Afwith  receives one acknowledgement (ACK). This may cause bursty
v, or with 8 (if A is not smaller thany) at the last RTT, we traffic if a lot of ACKs return to the sender consecutively.iSTh
create a parametestatus, whose default value is 0. Table 1may cause Vegas turning to the congestion-avoidance phase
shows three sets of value, state, and corresponding niotivatearly and then congestion window grows up slowly. On the
(CM) at the last RTT of status.” We choose3 (whose default other hand, Gallop-Vegas transmits one packets when receiv
is 3) to compare withA because the router is allowed to queuig one ACK, and it sends an extra packet to increase the con-
a number, which is betweem (whose default is 1) and, of gestion window size after getting two or more ACKs. Through
packets in Vegas. this method, we smooth out the burstiness without usingrtime

In the slow-start phase, we lenaxincr’ be the current con- Since comparing with congestion window, the increment-s al
gestion window size first, and then compaxewith . When Wways small, therefore Gallop-Vegas reduces the burstimess
A is smaller thany, we add the value ofificr’ to the current transmission and achieves a long slow-start phase. Thas, th
congestion window size, theintr’ is increased by one until it throughput of Gallop-Vegas grow up faster and is much larger
is no smaller thanrhaxincr.” At last, we set &atus to zero to  than Vegas.
represent this state. The parameiecr’ is increased step b
st(gp as long as there is ene)ugh bandwidth in the netwoprk.y e Pseudo Code of Gallop-Vegas
idea is that if the increment was successful, it might be sec  The following pseudo code represents the aforementioned
that there is enough bandwidth and it is worthwhile to mova tostatements regarding tiseble growth.
more aggressive increasing strategy. However, to ensatét |n slow-start phase,
congestion window will not be increased too fast, Galloga&e maxincr= cwnd:
can at most double the size of congestion window for every es- jf (A > ~)

timation of A < ~. While A is no smaller than, we compare if (A >= /)

A with g to adjust those parameters. cwnd — = (|ast increment of cwnd-A — ﬁ),
While A is smaller tharg, the addition of congestion window ssthresh= 2;

size is still incr.” Nevertheless, we modifyincr’ according if (cwnd< 2) cwnd= 2;

to the state, which is represented by the paramestatus, at status= 2;

the last RTT before increasing the congestion window. Siihce else

exceeds the lower bound of packets queued in the router(s) fo
a connection, it should slow down the increment. For another
reason, it may exceed the available bandwidth without sigwi
down the increment. If thestatus' is zero, we have to do three
steps. First,incr’ is decreased by one half in order to slow down
the growth. Second, ifihcr’ is no bigger than one, set it to one,
and slow start threshold§thresh) to two in order to transit to
the congestion-avoidance phase at the next RTT. Finaiggus

if (status== 0)
incr = int(incr/2);
if (incr<=1)
ssthresh= 2;
incr=1;
status= 1,
elsestatus= 0;
cwnd+ = incr;

is marked as one to represent entering this state at eithdirsh else
time or the odd number of times. On the other handstdtus cwnd+ = incr;
is one, we just change it to zero when continuously getting in if (incr < maxincr) incr+ = 1;



Table 2. The congestion window size and the increase amount for
Src. Rl [ R2 Lo Rn-l @ Vegas at the i-th RTT.
+th 0 1 2 3 4 5 6 7 8 9 10 ---

W, 2 2 4 4 8 8 16 16 32 32 64 ---
z 0 2 0 4 0 8 0 16 0 32 0 ---

Fig. 2. Network topology for analyses.

Table 3. The congestion window size and the increase amount for

status=_ 0; _ _ _ _ Gallop-Vegas at the i-th RTT.
where cwnd is the congestion window size, and ssthresh is the m T35 3 4 5 6 7 8§ 9 10
i
slow-start threshold. W, 2 2 3 5 8 12 17 23 30 38 47 .-

In congestion-avoidance phase, zz 0 1 2 3 4 5 6 7 8 9 10 --
if (statusl = 2)
Do the motion of original Vegas

else A. TCP Veegas
status_. O’_ ] In this subsection, we derive the conspicuous window size fo
In retransmission-timeout phase, _ Vegas. Table 2 shows the valueldf andz; at thei-th RTT if
maxincr= 2; (initial congestion window size) A is smaller thany, wherez; is the increase amount at thh
incr =0; RTT and
status= 0;

W; =221 2, =0, ifiisevenor0
W; =z =2%, ifiisodd
Jegas doubles its congestion window every other RTT. As-

IV. ANALYSIS

In this section, we present behavior analyses of both Vega:

and Gallop-Vegas. A simple case is considered when a singié"n9 'thathI Is the conspicuoushwindol\(/v size, wheré an
connection tries to fill up an empty network wifhi links con- Mteger in Table 2. According to the work [3], théase RT'T,

necting the source and the destination. Fig. 2 shows theomletwnewIy m_easured%TT, and the conspicuous window Sii/_éyl
topology for analyses. We denote the transmission ratd of from which Veegas gets out of the slow-start phase are given by

links (in packets/s) aX;,7 = 1,---, N, and the total round-trip d, W,
propagation delay of the route path (in secondsy.aSimilar D=d+ 2—l 3)
to the work in [3], we assume that there is one bottlenecken th H
route path and(; < X, < --- < Xy. SinceX; is the smallest and
transmission rate (i.e., link 1 behaves as the bottlene&,live W, > L+ V1+8ud 4)
let » be equal taX;. The un-congested BDP of this network is N 2
then given byud where respectively. In an actual Vegas implementatidn, is the
smoothed RTT [2] rather than the RTT of a specific packet.
1 Thus, D for the last packet is the average of the actual RTTs
d=7+(1+3a) Z X; (2) of all packets in the same round, i.&,= d + W, /4y, rather

=1 thanD = d + W;/2u, as given above. By using the smoothed

with a being the ACK size relative to the data packet size. WitfRTT, we have

out loss of generality, we assume tkats much smaller than W, > 1++1416pd (5)
the data packet size, so we use 1 to approximate (i.e., - 2
d=T1+ Zf;l %). and then Vegas changes to the congestion-avoidance phase in

Throughout our analyses, we assume a fluid model and the [-th RTT, wherel > 21g(1 + /1 + 16ud) — 3 becausé
source always has a packet to transmit, and the buffer sizeedd. Then, it will takel ud — 7W; /8] RTTs to the available
in routers are large enough so that packet loss can be ignotehdwidth. In other words, at the
Moreover, the-th RTT starts with the transmission @f; pack-
ets wherd¥; is the size of congestion window in this RTT. The (I + [pd —7TW,/8])-th (6)
i-th RTT ends when the source receives the ACK of the first . ) )
packet in this RTT, then the source starts transmitting a né& 1+ 1CP Vegas attains the available bandwidth.
packet of the next RTT. Suppose that there is ho congestionyn
ACK path. The congestion window size is named ‘conspicuorEgé Gallop-Vegas
window size’ whenA is no smaller than at the first time. (i.e., [N this subsection, we derive the conspicuous window size fo
Vegas leaves its slow-start phase_ Ga”op_Vegas Cham'ﬁ Gallop-VegaS. Table 3 shows the valuelf andz; at thei-th
of increasing the congestion window size.) In the followingg RTT whenA is smaller thany, where
subsections, we derive mathematically the conspicuoudawin 2 iy
size for Vegas and Gallop-Vegas. Then, we ascertain therbett W; = i, zi=1i, ieN or0. 7)
transient performance for Gallop-Vegas by examples and-sim 2
lations.



packet is the average of the actual RTTs of all packets in the

Gallop-Vegas increases its congestion window vgtible same round, i.eD = (d + zx — 1)/2pu, rather thanD = (d +
growth every RTT. Moreover, withstable growth, the extra z;_1)/u, as given above. By using the smoothed RTT, we have
packet will be transmitted to the network when two or more

ACKs of the previous round are received. For example, at the . 125

fifth RTT in Table 3, Gallop-Vegas sends an extra packet when ko> [ 2ud + 4/ 55 + 4p2d?

it receives the third ACK, then it transmits another extraksa

after two ACKs (i.e., the fifth ACK is received). Since in this s 195 9

RTT, Gallop-Vegas increasel% packet to the congestion win- + 2ud — 729 +4p2d? + J . (13)
dow size whenever an ACK of the previous round is received,

and sends an extra packet to the network when the additiona,i.hen as mentioned before, the addition:§ decreased by

value is no smaller than one (&5 x 3 = 12 > 1). In the light o : i :
of the work [3], the spacing between each ACK of the preve} half as long as\ is bigger thany. Finally, Gallop-Vegas will

di ds b is th I > PreVlaave the slow-start phase whanis no smaller thars. In other
ous round is /. seconds ecaugels the smallest transmission %ds, in this time, the congestion winddw is close to the
rate (and we assume th_at there is no congesyon along the A aximum window size and three packets will be queued in the
path). Assuming thatl;, is the conspicuous window size, the%uter Thus, we will get
in the k-th RTT, the last packet will seg, — 1 (= k — 1) pack- ' '
ets waiting ahead of it in the sender queue. However, for the 3
gueues at other nodes along the connection, the last padket w D=d+ u (14)
see no packet from the same connection in the queues because
1/X; > 1/Xy > --- > 1/Xy. Therefore, this last packet ex- By combining (1) and (14), Gallop-Vegas will stop its slow-
periences the highest RTT. Th&ise RT'T and newly measured start phase if

RTT are given byl and w B 53 (15)
. Bln+d—
D=d+ X~ (8) By solving (15) for W, the congestion window siz8  at

which Gallop-Vegas stops its slow-start phase is given by
respectively. By combining (8) and (1), Gallop-Vegas will

change its way of increase if W2 pud+3. (16)
(zx —1)/u Furthermore, the following is the behavior of Gallop-Vegas
Wkl—d >y (9) from thek-th RTT to the increment being equal to 1 at the first
(2 —1)/p+ time. At thek-th RTT, the increment of congestion window is
wherey = 1. Then, we could get the following formula k/2. Then, Gallop-Vegas adds the increment by 1 every other
RTT until the value of the incrementis In addition, it will take
W, > gy v = g, (10) kRTTs. Therefore,.the congestion window siz&lig+(3/4)k>
zp—1 zr—1 atthe(2k)-th RTT sincek/2 + k/2+ (k/2+ 1) + (k/2+1) +

(k/24+2)+ -+ k+k ~ (3/4)k? [11]. Afterward, Gallop-
a\'/egas repeats above steps to adjust the increment value with
k/4,k/8,---, 1 because when is bigger thany, the increment
(k= 1)(k* =k +2) > 2pud. 11) w/ill be/halved. Therefore, the total amount of this time pdri
We could getk by Cardan’s formula [9], [10] because (11) is @nd the total increment of the congestion window size are
cubic equation, which is the closed-form solution for thetso
of a cubic polynomial. 5 (k k k >

By combining (10) and (7), we could get the following equ
tion:

llg k]

1
— -4 =441 =k E 2717_1 (17)
n=1

2 4 8

3 125
k Z ’V\/,Llld+ ﬁ +,u2d2 and
Ugk]

3 3 3 3 1
125 2 2 2, . 2 _ 92 § :
+ i/ﬂd — 4/ 799 + p2d? + 3“ . (12) Zk + gk oot ollg k]+1 k™ = 4k on—1 (18)
n=1

Then, the conspicuous window size that Gallop-Vegas ctmndgSPectively. Then, Gallop-Vegas increases the congesiio-
its way of increase is given by using the valugkdb (7). dow by one every RTT before it reach88 given in (16). In

In an actual Gallop-Vegas implementatidnjs the smoothed conclusion, Gallop-Vegas attains the available bandwatith

RTT [2] rather than the RTT of a packet. Thi3 for the last g k] lig k]
1 3,
3When a source host receives an ACK of the previous round yistnits two ( [kJrk Z on—1 + (W - (Wk + Zk Z on—1 )H )'th (19)
packets to the network. The difference between two packedsoae packet n=1 n=1

is called the extra packet. For example, in Table 3, the somarsmits two .
packets when it receives the second ACK at the fourth RTT. RTT according to (13) and (16)—(18).



C. Analysiswith Two Examples Buffer 100 Buffer 100

We use two examples to quantify our analyses, show that the@ e R1 T R2 7% @
throughput of Gallop-Vegas is more efficient than TCP Vegas,

and. Gallop-Veggs uses less time than TCP Vegas to reach I'-IBeS Simulation topology used for Vegas or Gallop-Vegas experiments.
available bandwidth.

Example 1:u = 6250, d = 0.1, and available window size is ) ) o
626(625 + o) ~ 628(625 + 7). ratories (LBNL). Suppose that there is no packet loss inithe s

In Gallop-Vegas, we will get > [16.242] = 17 by (13) and ulation._ Th_e simulation network topology of one single lisk
conspicuous window size;, = 138 by (7). According to (19), ;hown in .Flg. 3, where S1 represents a sender host, whose algo
at 108th RTT (= 10.8 second), Gallop-Vegas will achieve the,“thm |s_e|ther.Vegas or GaIIop-Vegas. The type of serviedus
available bandwidth. On the other hand, in Vegas, we will gi& our simulation is FTP. The receiver sends an ACK for every
conspicuous window siz8; > 50.502 by (5). W; > 50.502 data packet recelyed. qu the convenience pf presentamlep,
holds whenlV, = 64 at the10th RTT, becauséV, should be assume that all vx_/mdow sizes are measured in number of fixed-
to the powers of 2. Then Vegas changes to the congestié_fﬁe packets, which are 1000 byteg. R1 and R2 repre;ent two
avoidance phase and increases the congestion window size fflite-buffer gateways. The buffer size at each gatewaytisose
early. Based on (6), TCP Vegas will attain the available bant00 Packets. For the constant-load experiment, drop-ié-g
width at579th RTT (= 57.9 second). We could see that GallopVays with FIFO service are as_sumed. The bandwidth of access
Vegas only need to spend 10.8 seconds, which is about ote slitks are 1Gbps, and propagation delays are 1ms. _
of 57.9 seconds that TCP Vegas spends, to arrive the awailabl The bandwidth of connection link is X Mbps, where Xiis 1.5,
window size. In addition, the time 10.8 seconds for Gallop 10, 25, or 50, and propagation delay is Y ms, where Y is

Vegas and 57.9 seconds for TCP Vegas are near to the first sin8: 23, 28, or 48. The combinations of X and Y generate

propagation delays of connection links, only the simulatie-
Example 2:u = 3125, d = 0.05, and available window size sylts of X = 50 and Y= 48 are presented here. Other values
is 157(156 + o) ~ 159(156 + f3). of X and Y will be shown in the figure of convergence time.
Similar to Example 1, we will get conspicuous window sizgve choose these values of communication network to represen
Wi, = 38 at the9th RTT in Gallop-Vegas, and conspicuousmall-bandwidth, large-bandwidth, short-delay, and ldetay,
window sizeWV; = 32 at the8th RTT in Vegas. Then Vegasrespectively. The sender uses the slow-start at the startoi-
changes to the congestion-avoidance phase and adds treseongection, and/or after a retransmission timeout, and herfea
tion window linearly. The time for Gallop-Vegas and TCP Vegaures similar behavior during slow-start phase.
to achieve the available bandwidth are 26 RTFsl(3 seconds) | following sections, we will show the simulation resulbre

and 136 RTTs+£ 6.8 seconds), by (6) and (19), respectivelyergence time with different BDPs of communication netveork
We could see that Gallop-Vegas only need to spend 1.3 secorfii ten senders with the same algorithm sharing a common bot-

which is about one fifth of 6.8 seconds that TCP Vegas spenggneck of 100 Mbps bandwidth and 48 ms propagation delay.
to arrive the available window size. Moreover, the conveoge

time* of Gallop-Vegas (26) and TCP Vegas (136) are near to the §mulation Results

third simulation result with same parameters in the Fig. 8. ) _ _
We compare Gallop-Vegas with Vegas which uses two dif-

From the above two examples, we could see that the congRgent parameter values, one withone, and the other with
tion window size of Gallop-Vegas is no smaller than Vegaswhehree (ag3). It is because Gallop-Vegas changes from slow-start
A > ~ holds at the first time. Then Gallop-Vegas keeps in tfghase to congestion-avoidance phase whésino smaller than
slow-start phase and increases its congestion window sthe W3, In Fig. 3, X is 50 and Y is 48, it means that the bandwidth of
stable growth. However, Vegas stops its slow-start phase amfbttieneck link is 50 Mbps (6250 packets/s), and the enelrit-
changes into the congestion-avoidance phase. So, GallgasV propagation delay is 50 m$4{48+1 = 50). Figs. 4 and 5 show
will spend less time than TCP Vegas to reach the availablé-baghe congestion window size and throughput between Vegas and
width and the throughput of Gallop-Vegas will be no smallegallop-Vegas, respectively.

than Vegas. Therefore, the utilization of bandwidth in 6@l e can observe that the performance of Gallop-Vegas is bet-

Vegas is more efficient than that in TCP Vegas. ter than Vegas. Both varieties of Vegas turn to the congestio
avoidance phase early, one is at 1.2 seconds and the other is
V. PEREORMANCE EVALUATION gt 1.5 seconds, and they increase congestion window t.hrough
) linear growth. They spend more than 50 seconds (which al-
A. The Smulation Setup most equals 500 RTTSs) to reach the available bandwidth. On

The simulation experiments are conducted usisg [12], the other hand, Gallop-Vegas switches to congestion-avol
version 2.26, developed at Lawrence Berkeley National Labghen it reaches the available bandwidth at 11.4 seconds, and
only spends 0.4 seconds (which approximately equals to 4
4The convergence time can be interpreted as the effective mohléndow RTTS) to reach the real available bandwidth. The maximum
transmissions in the transient period since it indicates imany BaseRTTs are . . .
required to reach equilibrium. The detail description of doeavergence time number of queuing packets in these algorlthms are almost the

can be found in [3]. same.
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Fig. 4. Congestion window size comparison between Vegas and Gallop-  Fig. 6. Congestion window size of Vegas and Gallop-Vegas. There are

Vegas with 50 Mbps bottleneck bandwidth, and 48 ms link propaga- packet lost in both of Vegas (buffer size = 30).
tion delay.
50000 |- —
50000 - — o
s 40000 | o
40000 - T ? -~
T . s e
& _ . 2 30000 |-
aQ P . - s
S 30000 P 5 P
= - S 20000 -
é‘ - 3 e —— Gallop-Vegas
20000 | T —— Gallop-Vegas £ -l
%’ P allop-Veg [ - «-Vegas (Y=1)
£ /,/ - +-Vegas (Y=1) 10000 |- /,/” -+-Vegas (Y=3)
10000 /7 ~+-Vegas (V= 3) T
/ «’ . 0 Ead L
0 &2 . . . . . . 0 10 20 30 40 50 60 70 80
0 10 20 30 40 50 60 70 Time (s)
Time (s)

Fig. 7. Throughput of VVegas and Gallop-Vegas. There are packet lost in
Fig. 5. Throughput comparison between Vegas and Gallop-Vegas with both of Vegas (buffer size = 30).
50 Mbps bottleneck bandwidth, and 48 ms link propagation delay.
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An interesting phenomenon in the simulation was observed. 500 -

—— Gallop-Vegas

Both of Vegas lose packets but Gallop-Vegas does not when 100 - Vegas (Y = 1) S
[ -+-Vegas (y =3) T ,/'

the buffer size of the router is decreased. There is an exam-
ple with the router buffer size 30. The congestion windove siz
and throughput between Vegas and Gallop-Vegas are dedcribe
in Figs. 6 and 7, respectively. In this environment, the eout
R1 drops three packets of Vegas at 1.1 seconds because both o
Vegas double the congestion window size from 32 to 64. This
causes a bursty traffic to a router, which could not handlsethe 0
packets in time. The same situation happens at 1.6 seconds, 0 1000 2000 3000 4000 5000
where router R1 drops sixteen packets. Since Vegas starts th BOP (kb)
fast retransmits procedure to redeem the lost packets aet-1
onds, _after re_deemin_g the lost p_acket_s, Vegas doubles the %% 8. The convergence time with different BDPs of communication
rent window size gontlnuous_ly, th|§ action causes the pdoke ‘networks.
because of burstiness again. Since there are too many pack-
ets losses at this time, Vegas has to wait a retransmissiaas ti
out for a long time. On the other hand, Gallop-Vegas increag®¥f Vegas is more than five times of Gallop-Vegas at 5000 kb.
the congestion window size witsiable growth, so it does not We could conclude that Gallop-Vegas is as good as Vegas in
cause a large burstiness. It could increase congestiorowindhe small BDP and much better than Vegas in the large BDP
size steadily during the slow-start phase. with the demonstration in Fig. 8. In addition, the differerin

Now, we use the convergence time [3] with different BDP&onvergence time between Gallop-Vegas and TCP Vegas may be
of communication networks to compare Gallop-Vegas with twkery large in high-speed and long-delay networks.
varieties of Vegas. The result is shown in Fig. 8. We can s&te th . .
the convergence time of Gallop-Vegas grows slowly (or lihga C. Multiple Sendersin One Network
while BDP increases quickly. However, the convergence timeAfter comparing one sender in the same network topology,
of both Vegas varieties climb very fast. The convergence timve compare the cases of multiple senders with the same algo-
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Fig. 11. The real test-bed network.

é 60000 - o . . .
< . L — Gallop-Vegas Table 4. The information of connections.
_% 40000 - e «-Vegas (Y =1)
X - - Vegas (Y=3) Computer A — Computer B Computer A— Computer C
5 o000 | Hop | IP address Delay (ms) IP address Delay (ms)
1 140.113.215.211 O 140.113.215.211 O
. ‘ 2 140.113.215.254  0.345 140.113.0.165 0.43
3 . 0 1 5 3 140.113.0.166 0.31 140.113.0.97 0.6
Time (s) 4 140.113.0.169 0.33 211.79.59.146 2.33
5 140.113.191.114 0.35 211.79.59.153 2.48
6 X X 211.79.59.101 2.39
7 X X 140.119.243.5 2.42
Fig. 10. The utilization of bottleneck link between Vegas and Gallop- 8 X X 140.119.41.147 25

Vegas.

rithm of Qallop—Vegas :.ind Vegas. The used simulatign nétwogmd C since in Gallop-Vegas, only sending part needs to be mod
topology is shown in Fig. 9, and the whole skeleton is same g
that in Fig. 3. The difference between Figs. 3 and 9 is thaethe

. . The information of connections such as the number of hops
are more senders, bigger buffer size, and larger bottlelnaol- P

width in Fig. 9 between Computer A and Comp.uter B, and between Computer
Lo L - A and Computer C is as shown in Table 4. The results are de-
The_ ut|I|_zat_|on of the bottleneck '"_"_k is shown in F|_g. 10. ASjved from a set of runs over a seven day period from Novem-
seen in this figure, Gallop-Vegas utilizes the bandwidtha@itb o 59 58 2005, Each run consists of a set of fourteen trans-
tIer_1eck_ link more efﬁciently tha_n Vegas. One interestinge_ub fers from Computer A to Computer B (from NCTU to NCTU)
vation is that doubling conggstlon W'”dOV.V causes bursfhdra and fourteen transfers from Computer A to Computer C (from
and makes_, all senders turn_ into conge§tlon-av0|dance _‘ma,SRlCTU to NCCU)—TCP Vegas sends 480 kB, 1 MB, 2 MB,
the same time when Ve_ga$’|s three. This pht_anomenon is fair MB, 50 MB, 100 MB, and 400 MB, and Gallop-Vegas also
to all senders when using TCP Vegas algorithm; however, tggnds 480 kB. 1 MB. 2 MB. 5 MB. 50 MB. 100 MB. and 400
utilization of the available bandwidth is not efficient. MB. We insert7ed a 1 minuté dela;/ betweén each t,ransfer in a
run to give the network a chance to settle down, a run started
approximately once every hour, and we shuffled the ordereof th
Now, we present measurements of TCP Vegas and Gall¢gnsfers within each run.
Vegas over the Internet. Specifically, we measured TCP Vega§able 5 shows the results for all transfers, where TT and
and Gallop-Vegas transfers between the National Chiao Tul§ meantransmission time (second) andaverage throughput
University (NCTU) and NCTU, and between NCTU and the NgMDb/s), respectively. We could see that Gallop-Vegas spend
tional Cheng Chi University (NCCU). Fig. 11 shows the testtb less time to complete the data transmission than TCP Vegss do
network. There are three computers in this test: Computé; A,whether the data size is large or small, and the RTT is long or
and C. Computer A, whose IP address is 140.113.215.211slmrt. For example, the average throughput of Gallop-Vegas
a sender with TCP Vegas or Gallop-Vegas algorithm in NCT35.65 Mbps) to transmit 400 MB data from NCTU to NCCU
Computer B with IP 140.113.191.114 in NCTU and Computés about 1.99 times higher than that of Vegas (17.92 Mbpsj. Ou
C with IP 140.119.41.147 in NCCU are receivers. In additioproposed mechanism spends 0.12 second, which is four fifths
the operating systems of three computers are all Linux wath k of the time TCP Vegas used, to finish 1 MB data transmission
nel 2.6.11 and all computers are equipped with a 450 MHz Pdrem NCTU to NCCU. Similarly, compared with TCP Vegas,
tium 11l processor, 256 MB RAM, and 100/10 M Ethernet cardhe throughput improvement of Gallop-Vegas is kept between
Moreover, we only installed Gallop-Vegas scheme in Computg% and 44% when sending data from Computer A to Computer
A and did not modify any mechanism running in Computer B.

D. Internet Results



We propose and evaluate a new variant of the slow-start algo-

Table 5.

Internet results for all transfers.

TCP Vegas Gallop-Vegas

NCTU-NCTU NCTU-NCCU NCTU-NCTU NCTU-NCCU

datasize| TT AT TT AT TT AT TT AT
480 kB | 0.05 73.85| 0.17 22.15| 0.048 78.33| 0.16 24.00
1MB | 0.11 76.67| 0.15 54.91| 0.10 78.90| 0.12 67.73
2MB | 0.23 78.25| 0.22 81.46| 0.18 100.79] 0.19 93.40
5MB | 0.51 75.14| 0.58 69.65| 0.35 108.85| 0.37 103.24
50MB | 7.02 56.69] 6.99 56.94| 5.60 71.07| 5.67 70.19
100 MB | 15.70 53.48| 15.00 55.98| 12.40 67.71| 12.70 66.11
400 MB | 59.10 55.49| 183.00 17.92 45.10 72.71) 92.00 35.65

VI. CONCLUSION

[12] The network simulator, available at http://www.isiugdsnam/ns/.

rithm in TCP Vegas, called Gallop-Vegas, to reduce the burst

ness, to raise the rate to the available bandwidth in shorter

time, and to improve the start-up performance. In this worl
we achieve more efficient throughput in the slow-start pha:
comparing with original TCP Vegas from analysis, simulatio
results, and measurements on the Internet. Although Gallc
Vegas is more suitable for large bandwidth or long-delay ne
works, it still increases transmit performance in smalldwaialth

or short-delay networks. Furthermore, the design of Gallo
Vegas is simple and implementation feasible on existing-op
ating systems. Further work involves studying the perfaroea

and spatial characteristics analysis of this algorithmeural
wider range of parameters, network topologies and redidraf
traces, obtaining more accurate theoretical models amnghirss
and considering hardware implementation issues. Also, ive w

combine the improvement of congestion-avoidance phase ¢

show the fairness in the future.
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