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An optimal data hiding scheme
with tree-based parity check

Chung-Li Hou ChangChun Lu Shi-Chun Tsai Wen-Guey Tzeng

Abstract—Reducing distortion between the cover object and the stego to generate codes with an arbitrary small relative payloathfany
object is an important issue for steganography. The tree-bsed parity code with a large relative payload. Since our method worksraby

check method is very efficient for hiding a message on image tadue : : < :
o its simplicity. Based on this approach. we propose a majdty vote with large relative payloads, the result of Zhang et al. [idplies

strategy that results in least distortion for finding a stegoobject. The that our method applies to smalll rglative pay|0§d5 as well.
lower embedding efficiency of our method is better than that bprevious We observe that the toggle criteria of a node in the TBPC nuktho

works when the hidden message length is relatively large. can be relaxed by the strategy of majority vote. Our stratebgrits
the efficiency of the TBPC method and produces a stego object
with least distortion under the tree based parity check rotee
time complexity of our embedding (extraction as well) altion is

Steganography studies the scheme to hide secrets intomwo asymptotically optimal, that is, it is linearly bounded Hyethidden
nication between the sender and the receiver such that ropgiople message length.
can detect the existence of the secrets. A steganographicoche The embedding efficiencis defined to be the number of hidden
consists of an embedding algorithm and an extraction atlyori Message bits per embedding modification. Higher embeddiing e
The embedding algorithm describes how to hide a message igtBncy implies better undetectability for steganographéthods. The
the cover object and the extraction algorithm illustratesv hto lower embedding efficiendy defined to be the ratio of the number of
extract the message from the stego object. A commonly usagtgy hidden message bits to the maximum embedding modificatitines.
for steganography is to embed the message by slightly disgor lower embedding efficiency is related to undetectabilitttia worst
the cover object into the target stego object. If the dimiortis case. It implies steganographic security in the worst cabas, the
small enough, the stego object will be indistinguishablenfrthe lower embedding efficiency is also an important securitydiaor
noisy cover object. Therefore, reducing distortion is aci@issue @ steganographic system. In our method, iRis- ©(1/L), where
for steganographic methods. In this paper, we propose arieeffi L is the hidden message length aéd1/L) is a set of functions
embedding scheme that uses the least number of changesheverasymptotically bounded both above and belowlgy..
tree-based parity check model.

Crandall [4] first introduced the idea of matrix embeddindyici Il. PRELIMINARY AND TBPCMETHOD
turns out to be very successful. Fridrich et al. [6] proposexstheme, ~ Before embedding and extraction, a location finding metheterel
called the wet paper code, for the situation that some positin - mines a sequence of locations that point to elements in therco
the cover object are invariant. Fridrich and Soukal [8] dised object. The embedding algorithm modifies the elements irsethe
the scenario when the relative payload (the ratio of the dndd locations to hide the message and the extraction algoritnmiecover
message length to the number of positions used for embeddingthe message by inspecting the same sequence of locations.
the cover object) is relatively large. Matrix embedding suge, k) The TBPC method is a least significant bit (LSB) steganogeaph
linear codes, which are also called syndrome coding (appeg®] method. Only the LSBs of the elements pointed by the detethin
by Khatirinejad and Lison&k) or coset encoding ( [2] inwodd by locations are used for embedding and extraction. The TBPade
G. Cohen et al.). It embeds and extracts a message by using @aBstructs a complet&-ary tree, called thenaster tregto represent
parity check matrixd of an (n, k) linear code. Zhang and Li [13] the LSBs of the cover object. Then it fills the nodes of the emast
generalized the idea of matrix embedding and defined thescmita  tree with the LSBs of the cover object level by level, from tap
the matrix H as steganographic codes (abbreviated stego-codes). Pattom and left to right. Every node of the tree correspordait
matrix embedding, finding the stego object with least dtsoris LSB in the cover object. Denote the number of leaves of thetenas
hard in general. In some special cases, there exist cotiseriand tree by L. The TBPC embedding algorithm derives Arbit binary
fast methods. Fridrich et al. [7] utilized LT codes to impeothe string, called themaster string by performing parity check on the
computational complexity of wet paper codes. Westfeld d@fjved master tree from the root to the leaves (e.g. see Figure 1.).
a hash function to efficiently obtain the stego object. Li etf#0] ~ The embedding algorithm hides the message by modifying ithe b
proposed a scheme callé®e based parity checBPC) to reduce Vvalues of some nodes in the master tree. Assume that thehlefgt
distortion on a cover object based on a tree structure. ThECTB the message is alsb. Performing the bitwise exclusive-or operation
method can be formulated as a matrix embedding method, butbgtween the message and the master string, we obtaiygée string
more efficient than those based on linear codes. Due to itglisity, (€.9. see Figure 1). Then the embedding algorithm constaictew
the TBPC method provides very efficient embedding and etiorac complete N-ary tree, called theéoggle treein the bottom-up order
algorithms. Recently, Zhang et al. [14] proposed a systematthod and fills the leaves with the bit values of the toggle string gme

other nodes with 0. Then level by level, from the bottom to rihet,
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o o master tree
1 0 1 0 master string
&b 1 1 0 1 message
0 1 1 1 toggle string
Fig. 1. Master and toggle strings of a master tree with- 4 for LSBs 0,

1,1,0, 1,0, 1 of the cover object.

step 1:
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Fig. 2. The construction of a toggle tree with= 4 for toggle string 0, 1,
1, 1.
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Fig. 3. Modify the master tree into the stego tree by the t®ggee
constructed from the toggle string O, 1, 1, 1.
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II1. M AJORITY VOTE STRATEGY

Two critical issues for a steganographic method are: (1yicieg)
distortion on cover objects, and (2) better efficiency forbending
and extraction. We give a majority vote strategy on buildimgtoggle
tree. It uses the least number 16§ under the tree based parity check
model. Since the number dfs in the toggle tree is the number of
modifications on the master tree (i.e., the cover objec,ntlajority
vote strategy can produce a stego tree with least distordiorthe
master tree.

A. Algorithm

Hereafter, we use MPC (majority-vote parity check) to dermir
method due to its use of majority vote in deriving the paribheck
bit. We construct the toggle tree with the minimum number 'sf 1
level by level in the bottom-up order as follows:

Algorithm MPC:
Input: a toggle string of lengti;
1. Index the nodes of the initial toggle tree;
2. Set the leaves of the toggle tree from left to right and bit
by bit with the toggle string and the other nodes O;
3. fori=1to h
for each internal node on levéldo
if the majority of its unmarked child nodes holds
then flip the bit values of this node and its child nodes;
else if the numbers o) and 1 in its unmarked child
nodes are the same
then mark this internal node;
4. if N is eventhen
fori=h—-1to1
for each marked internal node holdingon level: do
flip the bit values of this node and its child nodes;

First, index all nodes of a complefg-ary tree withL leaves from
top to bottom and left to right. Set the-bit toggle string bit by bit
into the L leaves from left to right and the other nodes 0. Assume that
the level of the tree i&. Traverse all non-leaf nodes from leveto h.

A non-leaf node and its child nodes form a simple completdreab
For each simple complete subtree, if the majority of thedchibdes
hold 1, then flip the bit values of all nodes in this subtree. Since
the construction is bottom-up, the bit values of the childiew in
every simple complete subtree are set after step 3. Notertheking

a node at step 4 applies only fo¥ being even. WherV is even,
after step 3, there may exist a 2-level simple complete eabtvith
N/2 1s in the child nodes and 1 in its root. In this case flipping th
bit values in this simple complete subtree results in onesfenode
holding 1 and keeps the result of related root-leaf pathtyateck
unchanged. Step 4 takes care of this when the conditionespphd

it is done level by level from top to bottom. Also note that the
root of the whole toggle tree, the bit value is alwaysvhen half of
its child nodes holdl.. Thus, after step 4, the bit values of the child
nodes in each simple complete subtree are determined.

The number ofi’s in the toggle tree is the number of modifications.
When constructing the toggle tree, the original TBPC metttipd a
simple complete subtree only if all of child nodes haveNe prove
that the majority vote strategy actually obtains toggledravith the
least number ofl’s.

We call a toggle tree with the least numberi&f corresponding to
a toggle string aroptimal toggle treeWe say that a toggle tree is in
majority formif for each internal node at least half of its child nodes
have bit value 0 and the internal node holisvhen exactly half of
its child nodes holdind. The output of the algorithm is a toggle tree
in majority form. The majority vote guarantees that at Idwsf child
nodes of an internal node hold 0. Note that every optimalltogge
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can be transformed into majority form. It is obvious wh¥nis even. cover objectz € F3, the problem is to find a vectaf € F5 and
When N is odd, we can check each 2-level simple complete subtraa (n — k) x n matrix H over Fy such thatwt(d) is as small as
level by level in the top-down order and flip the bit values bét possible andiz’ = m, wherex’ = z+6 andwt(§) is the Hamming
root node and itsV child nodes if exactly(N + 1)/2 of the child weight of §. Zhang and Li [13] generalized this idea and defined the
nodes holdl. Note that when this situation applies, the root nodstego-coding matrix and the linear stego-code as follows.

must hold 0 before flipping, otherwise the toggle tree is maitnoal.
This rearrangement does not introduce an ext@nd the result of
each root-leaf path parity check is not affected.

Definition Il.1. An (n — k) x n matrix H over GF(q) is called an
(n,n — k,t) stego-coding matrix if for any givem € GF ™~ (q),
there exists a vectos € GF™(q) such thatwt(v) < t and Hv = y.
Theorem 111.1. Algorithm MPC generates an optimal toggle tree

with the least number of 1's under the tree based parity cinectiel. Definition ”I('Z;k)l‘etH be an(n, n — k, ) stego-coding matrix. For
all y € GF'""%(q), letsy, = {v: Hv =y, v € GF"(q)}. An

Proof: Let Ths be the N-ary toggle tree obtained by MPC and(n,n — k, t) linear stego-code is defined = {s, : s, # 0}.
Top: (in majority form) be an optimalV-ary toggle tree, which
produces the same message bits as thafefby doing root-leaf . ! X
path parity check. Let denote the tree level of,,; and Th;. We Y IS m — Hz, wherem is the message and is the cover object.
prove by induction ons and show that both trees have the samén (n,n_— k,t) I|nea_r stego-code guarantees thgt the distortion is at
number of nodes holding 1 and both roots have the same bie.valMOSt? bits for any given message and cover object. )

For h = 1, it is obvious thatT,,; and Ty have the same of In practice, the sender and the receiver agree on a maétrix

distributing 0-1 values to the nodes, because they are hdboth in advance. The cover object is represented as a binary vecer.
majority form and generate the same message. for an image, take the LSBs of all pixels) and the messagesis al

Assume our claim is true up th = k, that is, for any optimal & binary vectorm. For embedding, the sender identifies a veator

toggle treeT,,: of h levels, Algorithm MPC generates a toggle treguch thatH =’ = m. For extrgctic,)n, the recgiver e2<tracts the hidden
that has the same number of nodes a&,j holding 1 and produces Messagen from the stego object’ by computingi/z” = m. Finding

the same message bits. FOE &+ 1, assumel,,; havek+1 levels. z’ with least distortion is to solvé/§ = m — Hz such thatwt(4) is
Let 7 be its root andr, ..., 7~ be the child nodes of. Similarly. minimum. Findingd with least weight is the well known coset leader

we letr’ andr!’s be the corresponding nodes Bi;. problem [9]. It is equivalent to the nearest codeword prob(&ICP)

Let m be the message produced By; andT,,¢, wherem can be fpr binary linear codes (see Section 2.4 ir?l [11] by Roth). NER
partitioned intom, . .., mx, andm; can be obtained via the subtregfind & codeword: such thatwi(y — c) is minimum, given & x n
rooted atr;. If the bit value ofr is 0, then the subtree rootedmtof ~Matrix A over GF(2) and a vectory € GF™"(2). Arora et al. [1]
T+ is an optimal toggle tree that produces the messageelse it ave proved that even approximating NCP within any conseator
is an optimal toggle tree producing;, which is the complimentary 'S NP-hard. In general, NCP is extremely difficult. Howeverder
string of m.. Since the subtrees rooted ats have k levels, by € ree-based structure, we can efficiently solve it.
induction hypothesis, eaal; can also be obtained by/alevel tree Hiding a message with the tree-based parity check structame
rooted atr] from MPC. The subtrees rooted at and ; have the D€ treated as a kind of linear binary stego-codes. The parieck
same number of nodes holding 1 and both roots have the same9rations on a tree can be formulated as a matrix operddone

value. If has bit value 0, then by making a majority vote over théPecifically, considsr a complefg-ary complete tree witm nodes,
bit values ofr/’s, we obtain an optimal toggle tree from MPC.if ’ levels andZ = N leaves. There aré paths and ?aCh with +1
has 1, then it needs more works to prove the correctness. nodes. Enumerate the paths from left to right. For patie define an

Observe that if for any two optimal toggle trees that produweo  "»-dimensional binary vectos;, where thej-th entry is 1 if and only
messages that are complimentary to each other, then treatitie If Path ¢ has a node with index. Define H to be theL x n matri,
on the number of nodes holding 1 in both trees is at most lesiee Where thei-th row is v, i = 1,2,..., L. Use then-dimensional
can always get a complimentary message by flipping the hitevef binary vectorz to represent the cover object, whergis associated
the root node. Whem has hit value 1, there are more child node¥/ith the node of the master tree with indexTherefore,H = has the
of » holding 0 and the optimal subtree rootedratfrom MPC, by result of tree-based parity check. In other words, the TBRsghod

induction hypothesis, actually producas. Note thatr; andr, have IS Simply & special case of linear binary stego-codes.

the same bit value, fo‘rf 1,...,N. Ifwe fI_ip the bit ofr;, then j[he Theorem 11l.2. Given a cover object: of lengthn, a message
toggle tree rooted at; will producem; but it may not be an optimal jth length L and an N-ary toggle tree, the tree based parity check
one forom;. By the above observation, we knowsif had 1 before  steganographic method with majority vote strategy is eajeivt to
flipping, then after flipping it, the tree rooted &t becomes optimal 4, (n, L, (L + 1)/2) linear stego-code.

for m;. On the other hand, if; had O before flipping, then after

flipping it, the tree rooted at; may have one more node holding  Proof: Let H be the L x n matrix corresponding to the tree
1 than an optimal toggle tree that produces. Thus there will be based structure, and be then-dimensional vector corresponding to
more than half of-;’s flipped from 0 to 1. Then by taking a majority the stego tree. Thereforé] x =’ = y. According to the definition of
vote over flippedr]'s, we flip them back and have a new roet, linear stego-codes, the remaining is to analyze the distobetween
holding 1. Therefore, the total number of nodes holding héstame = and z’. The distortion is the number of's in the toggle tree.

asT,,:, and it can be obtained by MPC. This completes the prochince the construction of the toggle tree is in the bottomouger,

m only leaf nodes hold initially. For evenN, the majority vote always
reduces the number afs in the toggle tree while flipping. Therefore,
the worst case for eveV is that all the simple complete subtrees
with leaf nodes as child nodes havé/2 child nodes holdingl.

Before showing that our method is actually a special binemgdr The maximum number ofi’s in the toggle tree for evenV is
stego-code, we briefly review the definition of linear stegoles. (L/N)(N/2) = L/2. WhenN is odd, every simple complete subtree

With matrix embedding, given any message € IF;””“) and any of the toggle tree in majority form has at mosv/2] child nodes

In comparison with matrix embedding, is the distortions and

B. Binary linear stego-code
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holding 1. Let K = |N/2|. The worst case for odd is that the simplified as

root holds1 and K child nodes of every simple complete subtree ) N [N\ 1 N
hold 1. The maximum number of’s in the toggle tree for odaV is E() = ‘ Z R(j) j (5) ’ ®)
(logn L)—1 . i e
1+ Y NEK=1+K(L-1)/(N-1)=(L+1)/2. "€ K (n N (N
T Z ( ' > - Z ( . ) - 2N717
Therefore, the distortion is at mo§L + 1)/2. This completes the i=o \7 “K+1 \J
proof of the theorem. B and

IV. ANALYSIS AND EXPERIMENTAL RESULTS J=K+1

The pToggleof the TBPC method is

A. Average madifications per hidden bit N1

— 6
C>H)L(i)’ ©)
whereL(z) is the number of leaves ard(7) is the number of possible
0-1 configurations in leaves for arlevel tree.

It is easy to construct a method that achieves the expected pToggle(i) = pToggle(i — 1) -

embedding modifications per hidden bit beidg. In other words,
if we try to embed anL-bit message into the cover obje€@5L
modifications will occur on average. We use

D, . .
pToggle = — (1) B. Time complexity of MPC

L
to denote the expected embedding modifications per hiddewtwire ~ FOr @mbedding of the MPC method, the construction offabit

D. is the average number of embedding modifications fotabit master string from a master tree is to perform parity checkZLon
message. simple root-leaf paths. The number of parity check openatitor

Recall that the MPC method performs majority vote on ever@ach simple root-leaf path is the number of edges in this. fitice

simple complete subtree to construct the toggle tree in tioin- we.perfﬁrmkparlty c.heck. onkc]:e for et;/ery fedge, thg tc;]tal nundier
up order. Therefore, we are going to calculate the expeeaddced parity check operations Is the number of edges In the maser t

number of1’s for every simple complete subtree and sum up thl?'rlce the number of nodes in the master tree is
expected reduced number U6 for all simple complete subtrees. logn
For convenience, we uselevel treeto denote a complet&/-ary Z
tree ofi levels. Ani-level tree consists of one root aid (i —1)-level =0
trees. Ani-level simple complete subtree is a 2-level tree containirf§j€ time complexity to obtain a master string GYL). The time
a nodev at leveli and all its child nodes. complexity to obtain the toggle string i©(L) since the toggle
For anh-level toggle tree, the level of the root isand the level String is derived by performing b_itWise exclusive-or b_eemeheL-bit _
of a leaf is0. Let P(i) be the probability that the root of arlevel ~Message and the-bit master string. Thus, the total time complexity
simple complete subtree holdsafter performing majority vote. For Of the embedding algorithm i©)(L). For the extraction algorithm,
the leaf nodes,P(0) is 1/2 because the leaf nodes are uniformiyVe perform parity check orl simple root-leaf paths in the stego
filled with 0 or 1. For everyi-level simple complete subtre&(i) is ~tree. Thus, the complexity of the extraction algorithm isoaD(L).
the same by symmetry. LgtV/2| = K. Since the toggle tree is an

N-ary complete tree constructed by the majority vote stsatélfi) C. Comparison for large payloads
can be expressed as follows:

L
N'= (NL=1)/(N ~1) = L+ (L~ 1)/(N - 1),

Fridrich and Soukal [8] proposed two matrix embedding mesho
, N N ) ] ) N based on random linear codes and simplex codes. The time com-
P() = Z <j>P(Z - =PE-D]7 . @ plexity of embedding algorithms for matrix embedding is bded
J=KE+1 by the complexity of the decoding algorithms for codes,, ithe
Let R(t) be the reduced number 0% after flipping the bit values complexity of finding the coset leader. The decoding alpani for

of a simple complete subtree that holtld’s. Therefore,R(t) = (n, k) random linear codes arfa, k) simplex codes in [8] have time
t—(N+1—t)=2t— N — 1. The expected reduced numberics complexityO(n2*) andO(n log n), respectively, where is the code
for ani-level simple complete subtree is as follows: length andk is the dimension of the code. Both methods have the

N hidden message length- k. The time complexityO(L) = O(n—k)
B(i) = Z R(j) <N> P(i— 1)j[1 —P(i— 1)]1\773'. ©) of our method is much better.

o} J Table | describes the experimental embedding time for ouhaak
and the method based on simplex codes. For a fixed relativeguhy
we compare the embedding time (in nanoseconds) per hidden me
%age bit. Our method is at least three times faster than ttikoche
based on simplex codes. The experiment was run on a Windows XP
system with Athlon 2.21 GHz CPU, 1 GB RAM and implemented
in JAVA. Under the same experimental environment, we sitedla
embedding for a 280 x 1024 image. The comparison of embedding
time with a similar block length and relative payload is irblell.

Tt~ i, The embedding time of the MPC method is better. Fridrich and
pToggle= 0.5 — ZZNL "E(i). (4)  Soukal [8] simulated embedding for 280 x 1024 image using
=1 (n, k) random codes with block length = 100 andk = 10, 12, and
If N=2K + 1 is an odd integer, equation (3) can be furthel4. The experiment run by Fridrich and Soukal [8] was on a kinu

For an L-bit toggle string, the expected number 10§ in the toggle
string is 0.5L. In the first step for the toggle tree construction, wi
fill each leaf with one bit of the toggle string. Before majpriote,
the number ofl’s in the toggle tree i9.5L. After majority vote, the
number ofl’s in the toggle tree i$.5L — Zﬁ;l N"=iE(3). Since
the number of modifications is the number 1§ in the toggle tree,
we finally have the following equation:
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TABLE |

COMPARISON OF EMBEDDING TIME FOR THEMPC METHOD AND THE

SIMPLEX CODE-BASED METHOD UNDER THE SAME RELATIVE PAYLOADx

TABLE Il

5

COMPARISON OF EMBEDDING EFFICIENCYe AND THE HIDDEN MESSAGE
LENGTH L FOR THEMPCMETHOD AND THE AUGMENTED SIMPLEX
CODE-BASED METHOD UNDER SIMILAR EMBEDDING TIME?

embedding time(ns)
(27— 1,q) (n,L) per hidden bit (27-1,q+1)

o Simplex MPC Simplex | MPC t Augmented (n,L) . e; L

073 (15.4) 5,49 233 138 (10°ns) Simplex MPC Simplex [ MPC
083 | (3L,5) (259, 6°) 365 96 6 (15,5) (40,3%) 3;10 | 2.63;27
09 (63.6) (1111, 10%) 351 82 13 (31,6) (156,5:) 2.84 ;25| 255 ;125
0.945| (127,7) | (6175, 18°) 377 75 29 (63,7) (400, 7 5) 2.66 ;56| 2.49 ; 343
0.99 | (1023,10) | (9901, 99°) 604 64 60 (127,8) (820,9°) || 25;119] 2.45 ;729

TABLE 1l

COMPARISON OF EMBEDDING TIME FOR A1280 X 1024 IMAGE WITH A
SIMILAR RELATIVE PAYLOAD o AND BLOCK LENGTH

ding L bits. Theembedding efficiencig defined as

e= L = 1/pToggle.

embedding Da
time (ms, in JAVA) | « By experiments, we observed that the embedding efficiencthef
(100,10) 13536 0.9 MPC method is slightly smaller (within 0.5 whem > 0.8) than
(n, k) Random (100,12) 52297 0.88 those of Fridrich and Soukal [8]. There is a tradeoff betwéere
(100,14) 207834 0.86 complexity and embedding efficiency. Our method has loweeti
(27=1,q) Simplex | (127.,7) 471.64 0.94 complexity with slight sacrifice on embedding efficiencygliie 4
(91, 9?) 115.92 0.89 shows the relation between embedding efficiency and thdivela
(n, L) MPC (111, 10%) 113.62 0.9 payloads for MPC and the two methods of Fridrich and Soukal [8
(133,11%) 105.96 0.91 For simplex codes, we choose augmented simplex code (adaing

all 1's row vector to the generator matrix) for=4,5,...,11. For
random linear codes, we only consider the codes Wwith 14 and the
relative payloads which are close to simplex codesdfet 4,5, 6.
system with Pentium IV 3.4 GHz CPU, 1 GB RAM and implemente&or MPC, we calculate embedding efficiency for fixihg= 3 and
in C++. The embedding time fdr = 10, 12, and 14 is 0.82 seconds,10 with the relative payloads — (N — 1)(N"**! — 1), where
2.42 seconds, and 8.65 seconds, respectively. The emigetidie N = 3,4,...,16. Table lll describes the comparison of embedding
for the MPC method even implemented in JAVA is better than thefficiency under similar embedding time. Recall that thedbiu
random code-based method implemented in C. message length i& for the MPC method an@? — 1 — (¢ + 1)
for the augmented simplex code-based method. Our methoedsmb

For extraction algorithms, both of simplex code-based amdom gt - =7 ) - -
more hits with slight sacrifice on embedding efficiency unsierilar

code-based methods need to calculatg, where H is the parity ; !

check matrix andy is the stego object. The number o& in 7 €mbedding time.

dominates the time complexity for extraction algorithmer En, k) The embedding efficiency focuses on the average modification

simplex codes (the dual of hamming codes), the generatorixnatOn the other hand, thewer embedding efficienay concerns about

Gxn consists of all possible non-zekadimension column vectors. the maximum modifications. It is defined as

The number ofl’s in Gix, is nk/2. Since the generator matrix _ L

Grxn Can be rearranged in systematic form, &y, = [lrxx|A], €= D

the parity check matris# (, ) 1S [A" [I(n—k)x (n—1)], Where A" where D is the maximum modifications for embeddidgbits. The

is the transpose afl. Therefore, the number dfs in H is nk/2 —  covering radius of the codes used for matrix embedding ahiters

k+ (n — k) = nk/2+ n — 2k. The time complexity of extraction the maximum modifications. Fof2? — 1,q) simplex codes, the

algorithms based on simplex Codeﬂ$nk/2+n—2k). For random covering radius 91—l _1 (see [3] in Appendix B proposed by

linear codes, the number dfs in the parity check matrixd = G. Cohen et al.). The lower embedding efficiency is

I (n—k)x (n—k)| D], depends on the distribution of the random source. .

Therefore, for random linear codes, its time complexitYis: — k + 2" =1-¢)/2"" —1) =2—6(logn/n).

k%) on average and for MPC its time complexity is simply boundegy Theorem 111.2, MPC is equivalent to am, L, (L + 1)/2) linear

by the hidden message length(L) = O(n — k). stego-code. The maximum embedding modifications for MP@ is
Fr|dr|ch and Soukal [8] also considered the relative paylaa= 1)/2 . The lower embedding efficiency for MPC is

where L is the number of hidden message bits d@d,. is

thémnﬁmber of positions (e.g. pixels for an image) used fdveziding LL+1)/2=2-2/(L+1)=2-0(1/L) =2-6(1/n)

in the cover object. Ley > 3 be integer. The relative payloadswhen o = L/n — 1. Note that2 — ©(1/n), is better than2 —
for methods based on &m, k) random linear code and a practical® (logn/n), when L is relatively large.
(22 — 1, q) simplex code of dimension and code lengti2? — 1 are

(n—k)/mand(2?9—1—-¢q)/(29—1) = 1—q/(29—1), respectively.

Our method is a natural stego-code with a large relativeqaay!
For N-ary trees withN > 2, the relative payload of our method

The relative payload for MPC is is1— % larger than 0.5. Recently, Zhang [14] et al. gave
L L—1 Nk 1 a construction (called the ZZW construction) to generaterailfy
o= NL-T =1- NL_1_ 1= Nh+tT —1° of codes with arbitrary small relative payloads from any eauth

a large relative payload. Fridrich [5] proved that the enteg
Recall thatD,, is the average number of modifications for embedefficiency of the family of codes generated by the ZZW corcitom
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TABLE V
EXPERIMENTAL RESULTS OFpToggle

. N | TBPC | MPC N | TBPC | MPC
= Simplex codeg; = 4,3,...,11 2 [ 0.3589| 0.3589| 9 | 0.4991 0.4071
+ MPCh=3,N=3,...,16 3 | 0.4164| 0.3744| 10 | 0.4999| 0.4108
> x MPCh=10,N=3,...,16 4 | 0.4531| 0.384 || 11 | 0.4998| 0.4136
S . 5 | 0.475 | 0.3908| 12 | 0.4999| 0.4187
L 4.0 — 4 Random linear codek = 14
g ! 6 | 0.4869| 0.3967 | 13 | 0.4999| 0.4212
= 7 | 0.4933| 0.4007 | 14 | 0.4999| 0.4229
i 3.5 1T 8 | 0.4974| 0.4047 | 15| 0.4999| 0.4228
£ A
S 0.6
£ 3.0 T =
ook, A 0.5 I
2.5 + *****'%: .
| ]
1 04 4
2 1 1 1 1 | |
(O]
0.5 0.6 0.7 0.8 0.9 1.0 D
lati load g03 T
relative payioa
Fig. 4. Embeddi ffici It'pyld = TBPC =
9. 4. mpedding efficiency Vvs. relative payload.
9 g y pay 0.2 + MPC °
follows the upper bound on embedding efficiency. By applying
the ZZW construction, we can generate codes with smallivelat 01+
payloads and good embedding efficiency. Table IV summairizes
comparison of our(n, L) stego-codes and the methods based on g TR S T —

| | | | | | |
. - L L L
(n, k) simplex codes andn, k) random linear code. 2 3 4 5 6 7 8 9 1011 12 13 14 15 16
TABLE IV N
SUMMARY OF COMPARISON
Fig. 5. pTogglecomparison of MPC and TBPC with different N and about

€ e(a~0.8) | time complexity 15000 leaf nodes.
MPC 2—-0(1/n) 2.55 O(L) =0(n — k) TABLE VI
Simplex | 2 — O(logn/n) 2.84 O(nlogn) EXPERIMENTAL RESULTS OFpReduce
Random - 2.99 0(n2F)
N MPC TBPC || N MPC | TBPC
2 | 28.21% | 28.21%| 9 | 18.57% | 0.00%
D. Experimental results for MPC and TBPC 3 | 25.11% | 16.71% || 10 | 17.83% | 0.00%
We implemented our MPC method and the TBPC method for 4 | 23.19% | 9.38% || 11 | 17.29% | 0.00%
a comparison between thgiTogglevalues. We constructed/-ary 5 | 21.84% | 4.98% || 12 | 16.69% | 0.00%
toggle trees with more thats000 leaf nodes forN = 2,3, ..., 15. 6 | 20.66% | 2.60% | 13 | 16.26% | 0.00%
For eachN, we randomly generate2D0 distinct toggle strings. The 7 | 19.85% | 1.08% || 14 | 15.75% | 0.00%
results are shown in Table V and Figure 5. The results show tha 8 | 19.07% | 0.50% || 15 | 15.43% | 0.00%

MPC is always better than TBPC fé¥ > 3. WhenN = 2, they are

the same. 50
To make it clear, we define the percentage of reduced modiifisat TBPC =
as follows: R, a0 L MPC o
pReduce = — =
Dy S
where R, is the reduced number dfs in the toggle tree and; is é 30 4+
the number ofl’s in the toggle string. Th@Reducevalues of both &J !
methods are shown in Table VI and Figure 6. The results shaiv th =
the MPC method significantly improves previous TBPC results 20 1
E. Applications 10 L
Our method is based on aN-ary complete tree structure. Fixed
the level of the tree, given a largéf we can hide more message bits
and the relative payload is larger. Like the previous woriappsed 0 T ——————4
by Fridrich and Soukal [8], our method can be applied to theasion 2 3 45 6 7 8 9 1011 12 13 14 15 16
that the relative payload is large. On the other hand, sincene@thod N

is asymptotically optimal, the embedding and extractiagoathms

are efficient and can be used on online communications. Fig. 6. Comparison opReduce
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V. CONCLUSIONS ChangChun Lu received the B.S. degree in Com-
puter Science and Information Engineering from the
National Chi Nan University, Taiwan, in 2001 and
the M.S. degree in Computer Science and Infor-
mation Engineering from the National Cheng Kung
University, Taiwan, in 2003.

He is currently pursuing the Ph.D. degree in the
Computer Science Department of National Chiao
Tung University, Hsinchu, Taiwan. His research
interests include Algorithms, Coding Theory, and
Steganography.

By introducing the majority vote strategy, we effectivelynstruct
the stego object with least distortion under the tree sirecmodel.
We also show that our method yields a binary linear stege-ctd
comparison with the TBPC method, our method significanttiuoes
the number of modifications on average.
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