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rhie paper pnr"ntr\,li'iolin2'rr", of partiauy or-
dered drength eeta, oa introiluced by Agmwal et.al.,
within the aymbolic twitch-leoel analyeie of iligital
MOS circuite, where until now onlg a atraightforward
approach ueing a total orilering uaa uced. The pa-
per ghtee a mathematical formulation for the analycit,
The methoil hoe been implementeil within the edcting
cuitch-leoel analyzer ANAMOS anil hac been applied
ncceufully to praetical circuits,

1 Introduction
Much of today's switch-level analysis and simulation

activity is based on the switch-level model of R.E.
Bryant [2]. This model captures phenomena typically
found in digital MOS circuitry: bidirectional informa-
tion flow, ratio efects and charge sharing. Our goal
is to carry out automatic veriffcation of circuits using
the SFG-ITacing approach [7, 9], which means that
analysis methods that operate automaticelly are nec-
essary. The method described in this paper helps in
automating the symbolic switch-level analysis process
and thus automatic verification.
A total ordering of transistor strengths causes tran-

sistors that differ in on-resistance to be assigned the
same strength level. The same can happen in the as-
signment of discrete node sizes derived from node ca-
pacitances. The result is that conflicting paths that
differ considerably in on-resistance do not differ in
strength, which leads to an unknown 'X'result where
a determinate value would be appropriate. This is
observed in [1] and for this, they introduce a partial
ordering scheme and apply it to logic switch-level anal-
ysis. The added value ofthis paper is that the partial
ordering approach is now applied to cyrnbolic switch-
level analysis, thus improving the extraction of func-
tionality from a transistor netlist into Boolean expres-
sions. Because of this, a wider class of circuits becomes
automatically analyzable.
In the total ordering approach, a path ofstrength a is

dominated by paths ofstrength larger than a. In the
case of paflicl ordering, a strength level is not implic-
itly dominated by the next higher one and stronger.
Instead of this, explicit ilominance relations exist be-
tween the various levels. Because of this, the symbolic
formulation of the analysis as presented in [6] has to
be adjusted such that it takes these explicit relations
into account. For keeping the number ofstrength lev-
els small for efficiency reasons, procedures from [1] are

implemented in our system asr a preprocessing step.
Because ofthe increased accuracy as compared to the
original approach, the application ofthe partial order-
ing increases CPU-time consumption as compared to
total ordering, although the increase is rather accept-
able. Practical figures will be given.
Section 2 describes the concept of partially ordered

strengths in the context of switch-level analysis. Sec-
tion 3 deals with the application of partially ordered
strengths in the symbolic switch-level enalysis soft-
ware. Section 4 discusses some experimental results of
analysis performed on designs generated using a sili-
con compiler.

2 Partially Ordered Strength Sets
In Bryant's switch-level approach, a ffrst abstraction

in modeling is the view of the circuit as a network of
switched linear resistors and linear node capacitances.
Starting from this view, a switch-level model consist-
ing of transistors characterized by their strengths and
storage nodes characterized by their sizes is derived.
This model is capable of representing the functional-
ity of most digital MOS circuits. The most important
aspect then is the method of strength assignment and
the relations between these strengths. The straight-
forward method as introduced by [5, 6] uses a total
ordering on the ordered lists ofnode capacitances and
transistor on-resistances. It can lead to an inaccurate
assignment such that too much information about the
functionality is lost and the results are of no use.
Furthermore, the analysis as proposed by Bryant

[6] uses an approximation in which for instance the
strength of a path of conducting transistors in series
is equal to the strength of the weakest transistor and
in which the strength of parallel conducting transis-
tors is equal to the strength ofthe strongest one. This
is called the order of magnituile approach, as the ap
proximation is correct only if transistors and nodes
differ significantly in size.

So there are basicly two problems with the modeling
and analysis approach as used by now: the problem
of too coarse strength and size partitioning leading to
overly conservative results and the problem ofinaccu-
racy resulting from the order ofmagnitude approach.
The approach of Agrawal et.al. [1] is an attempt to
surmount some of the difficulties in automatic switch-
level modeling. Instead of using a total ordering of
the strengths on which a 'greater than'operator is
defined, they define a ilominance relation. Sirrce this
dominance relation is transitive, antisymmetric and
irreflexive, it is a (atrict) pailial orilering on the setrReseorch sponaored by CHARME ESPRIT BRA 3216
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Figure 1: Example circuit

Table 1: Dominance matrix

of modeling strengths. The structure of the circuit is
explored in order to determine which paths can come
into conflict with each other. The procedure followed
for obtaining the set of modeling strengths is a heuris-
tical one. This means that an upper bound is found
and with this BU possible conflicts are found. However,
there may be less conflicts in reality, which sometimes
me&ns a somewhat larger strength set than strictly
necessary. Nevertheless, it seems not to be a real prob-
lem. An example: given a resistor separation ratio of
3, figure 1 depicts a circuit with its transistors showing
both their on-resistances and assigned strengths. Ta.
ble 1 shows the manually derived dominance matrix.
The 5 ohms transistors and the 10 ohms transistor
have both been assigned strength value 3, while the 2
ohms transistors have been assigned strength value 4.
Ilowever, the (4, 3) and the (3, 4) entries differ, re-
flecting the different result at node n in the case that
a= |rd= e = f = g =1,b = 0 (result is 0) compared
with the case that a = L,d = e = f = g = l,b= 1

(result is indeterminate).

I Partial Ordering applied to Symbolic
Switch-Level Analysis

The approach of [1] makes it possible to do more of
the switch-level analysis in an automatic fashion. For
the verification system that is currently worked out
within the framework of the SFG-lbacing verification
methodology [7], the COSMOS software [3, 4, 5, 6] is
used for performing symbolic simulation at the switch-
level. The program used for performing the symbolic
switch-level analysis proper is part of the COSMOS
software and is called ANAMOS. We have now imple-
mented a new version of the highest level of ANAMOS,
which inherits a strength assignment and a domi-
nance relation for each CCC from a preprocessing step,

which is an implementation of the algorithms proposed
by [1]. A way of expressing the dominance relation is
by means of the ilominance motria as discusged in the
previous section. In our formulation of the symbolic
analysis, however, this dominance information is con-
tained in the dingl, iling0, dteill and. dled0 reletiong.
The function dingA(e 1) has as its argument a strength

c-l that represents a strength of e polarity 1 sig-
nal. The result of the function is a polarity 0 signal
strength such that in case of e conflict between a sig-
nal of polarity I having strength r-l end a signal of
polarity 0 having strength e0 >_ iling0(rl) the regult-
ing signal level is 0, while a conflict with a signal of
polarity 0 having strength c0 < ilingA(e/) gives either
1 or X (but not a definite 0) as a result. So dingApl
is the weakest polarity 0 strength dominating polarity
1 signals of strength r-1. If there is no transistor level
nor node level that dominates the polarity 1 signal of
strength al, ding0(e[) yields input node strength ar.
Define the function [ingl(e?\ in an analogous way.
The function ilteilAQl) also has as its argument a

polarity 1 strength r-1. Its result is a polarity 0 signal
strength such that in case ofa conflict between a signal
ofpolarity t having strength rl and a signal ofpolarity
0 having strength il 1 ilteil0(c/), the resulting signal
level is 1, while a conflict with a signal of polarity
0 having strength il > iltedA(e/) gives either 1 or X
as a result. So ilted0(el) is the strongest polarity 0
strength dominated by polarity 0 signals of strength
c-1. In case there is no transistor level nor node level
which is dominated by the polarity 1 signal of strength
il, dtedA(cl) yields strength l. Define the function
dteillQ0) in an analogous way.
In the original total ordering approach, the functions

ilinsl(c?), ilin90(c1), dteill(c?) and, dteilA(c/) are im-
plicitly there and could be made explicit, with dingl(c)
- dingA(s) yielding r * 1 for the levels under the high-
est level under the input node strengths, for which the
functions yield r.r. In the total ordering approach the
function iltedl(e)- dteilA(t) andyields r- lforr)0
while for r = 0 the result is ).
For the dominance matrix of table 1 the functions

are defined as follows: ilingl(e0) - e0 * 1 for r0 < 3
and o fot c0 ) 3, dted0(el) - 2 fox tI - 4, cI - llor
sl = 3or 2 and ) for r-l = L, ding0(al) = al * 1 for
cl < 4and o for t7 = 4, iltedlQ0) -- il - 1 for r0 > 1

and ) for t0 = L,
The formulation below closely follows that of [6]. The

path relation P 1, is defined as mP 1, n when there ex-
ists an unblocked polarity 1 path of strength greater
than or equal to e from m to n. Similarly, P0, is
defined us mP|, n when there exists an unblocked
polarity 0 path of strength greater than or equal to
r from m to n. Like in [6] a discussion of the form
of an unblocked polarity 1 or 0 path from node m to
node n can be held. For a polarity 1 path, the fol-
lowing can be said: it can be an unblocked path of
strength greater than c, in which case P-|rq1 holds.
The other possibility is that the path is ofstrength r.
If e is a transistorstrength we are dealing with a driv-
ing path, in which case node m must be an input node
ofpolarity 1 connected to a path consisting ofa (possi-
bly empty) sequence oftransistors ofstrength greater
than e to a node l, followed by a transistor having
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strength c, followed by a (possibly empty) sequence
oftransistors with strength greater than or equal to a

reaching node n. The part from node m to node I can
not be bloched and.Plra1 holds. No node other than
I in the remaining part from node I to node n can be
the degtination ofa definite path ofpolarity 0 having
a strength that dominates c. If p is a node size, we
are considering a cherging path, in which case storage
node m has size e and the path from node m to node
n is formed by a sequence of transistors such that no
node is the destination of a definite polarity 0 path
having a strength that dominates e. Using a few ad-
ditional predicates and relations we will give a formal
definition of P1,, An analog discussion is possible for
P0'.
For each node n, define the predicate C/,(n). This

predicate expresses the condition that the node is clear
for polarity 1, which means that the predicote is hold-
ing when paths of polarity 1, having strength a or
lower, are still able to influence the result.
Define the relation O1, s mQ[, n when the follow-

ing relations hold:
o There is a path p in the network with J?oot(p) -

m and Dect(p) - n consisting only of transiiiors
with state 1 or X and strength greater than or
equal to r.

o Claingo(i(l) holds for every node I in p other
than m.

Like in [6], we define

Until now, we have made a distinction between C-l
and. C0 values. However, it is not always necessary to
have separate values. In fact, it is only necessary to
have a polarity-related, clear value if there is a domi-
nation relation within one strength level, which is the
case if for a certain strength level r, either ding0(a)
= t or ilingl(e) - e. This situation can be causbd
by optimization procedures that reduce the number
of strengths, such as those from [1]. If at a certain
strength level a, there is a dominance of paths of po-
larity 1 over paths of polarity 0, it must not be the
case that the clear value used at polarity 0 is set false
beforehand due to polarity 0 paths ofstrength r. For
this, only paths of polarity 1 may be taken into ac-
count. An analog case is the dominance of polarity 0
paths over polarity 1 paths within one strength level.
If, however, there does not exist a dominance rela.

tion within one strength level, there is no reason to
do calculations of lhe clear value for both polarities
separately. Ifat strength level o, the (combined) clecr
value becomes true due to polerity 1 paths, possible
paths of the same polerity at lower strength levels ere
blocked. Ifthe clecr value would not heve been set to
false for polarity 1, these lower-strength paths would
be dealt with in the calculations, which would not
change the results as they are redundant with respect
to the higher-strength paths that could have set the
clecr value to false. An analog situation exists when
dealing with polarity 0. As these lower-strength paths
play no role at all, it is conceptually more natural to
block them beforehand, which is achieved by using a
combined clear value. This means that all the C-l and
C0 values in formulas (3) and (4) must be replaced
by C values in case ofa dependency between different
strength levels. The result of this is that we can then
also define Q, and P, based on the C, predicate. The
difference with [6] lays in the explicit reference to the
next higher dominating value by lhe ilingl and iling0
relations.
The result of the preprocessing procedure of [1] is a

dominance matrix denoting the ordering between all
strength levels. From this matrix, dominance vectors
are derived which are then used within symbolic anal-
ysis.
Having the above relations, we can move to a formu-

lation in terms of Boolean equations. In this formula.
tion, we will use the same notation as in [6].
For all strength levels r, with o > e > 1 the analyzer

sets up and solves systems of Boolean equations. For
the case without intra strength level dominance, the
system of Boolean equations lConiluct, initlrl as well
as the system fConiluct,, init?,l is solved. If neces-

sary (see later), after this, the system llnilef, initcrfD
is solved. In case of intra strength level dominance,
one more calculation is cauied out. In the case that
ilingl(t) = tr first the calculations for the dominating
polarity I are done, which means that the system
lConiluctl,, initl,l is solved, followed by the solution
of llndef,, initc2,lD . Following this, the calculations
for the dominated polarity 0 are performed, which
means that first the iystem lConiluct, init2rlis solved

followed (possibly) by the solution of flnile/,, initc,fD .

Define for a trensistor t the predicotes potential(t)

Substitution for P 1, (1) in definition 2 gives the result
of (3)

After e few rewritings, the relation of (4) results.
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n-type
p-tyPe
d-type

n.0
n.L
0

n.L
n.0

1

Table 2; Transistor-Related Formulas

a;nd inilefinile(l), as depicted in table 2. The initial
labelings initl, and. initfl, tsed. with partial ordering
are grossly the same as those used in [6]. For initl,
we obtain the assignment of (5).

fn case of calculating N.cl, for the case where ilingl(t)
= r holds (lhe clear calculation for the dominating
polarity in case ofintra strength level dominance), the
formula of (7) is used.

In (7), nedhi(c) represents the next-higher strength
level c'for which holds that e'= max{ ilingl(ilteil0(e)),
iling0(iltedl(r))). The Coniluct, value as found ii 16]
forms the initial edge labeling for the Gaussian elim-
ination step; the partial ordering approach contains
the Coniluct-l, and CondactLr labelings. Equation (8)
gives the formula flot Conductlr.

For the initial vertex labeling inilc, used in calcula-
tion of the clear predicate, things have changed. The
.lV.c, value is calculated at a strength level r for which
there is no intra strength level dominance, so when
dinsl(e) { e and, ilinsh(t) t' a and,3 t': (ilin71(s) = t
and ding0(e ) - e). The lY.c-l, value is calculated at a
strength level r for which holds that ding1(s) - e, while
lhe N.c0, value is calculated at level cif ilingl(a) = a.

During analysis we keep one clear field per strength
level for each storage node, which can be referred to at
lower levels or at the same level immediately after cal-
culating it, in case ofintra strength level dominance.
This ctear field contains the JV.cr, .iV.c-|, or N,c0" in-
formation. The notation for the cleor information at
node n at strength e is N.clearr. With calculations
performed from high to low in terms of the strength
level we have the assignment of (6), which calculates
JV.c, (and assigns N.CIeaq) usin!'already calculated
cleor fields, under the conditions mentioned for calcu-
leting this value.

The formula for the edge labeling Indef, used with
the calculation ofthe cleor values is given bV (9).

4 Experimental Results
As partial ordering of strength sets allows to deal

with more compliceted situations than total ordering
does, more informetion is preserved and processed.
For this, it is likely that the implementation of the ana-
lyzer which operates with a partially ordered strength
set takes more time than the original one. \ile have
done a few experiments, of which the results are listed
in table 3. The apluab-mge design is a simple processor
design generated by Cathedral-Il [8] using the module
generator MGE, which contains all basic characteris-
tics of more elaborate designs. The rcc9-ec design is
a modem chip and was generated with standard cells.
Both examples were analyzed by the original analyzer
as well as by the one that we adjusted to operate with
partially ordered strengths. After analysis, a verifica.
tion scipt was run on both examples by COSMOS.
The results show that using partial ordering leads to
a higher number of unique CCCs being distinguished
as compared to using total ordering. The CPU-time
used by the original program is higher than the time
used by the adjusted one, although the difference is
not that large for the more elaborate example.

5 Conclusions
Symbolic switch-level enalysis based on the switch-

level model of R.E. Bryant can play an important role
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as a low-leyel starting point for automatic formal ver-
ification using the methodology of SFG-Tbacing. It is
well-suited for use in the Cathedrcl environment where
it bridges the gap between a netlist extracted from
a layout as generated by the synthesis system and a
functional description of the implementation's behav-
ior. The papers [5, 6] describe algorithms for symbolic
switch-level analysis, which have been implemented at
Carnegie Mellon University in the ANAMOS program
which forms pert of the COSMOS system. The de-
ficiency in the described method is the actual mod-
eling in terms of strength sets, which is based on a
straightforward ordering of transistor on-resistances
and node capacitances. From these ordered values,
a set of strength levels is derived, with a total order-
ing defined on it. Because of this, potentially much
information is lost because elements of which the on-
resistances resp. the capacitances differ considerably
are still grouped in one strength level. This leads to
an indeterminate result in case of a conflict: no infor-
mation.
Partial ordering of strength levels extends the class

of circuits that can be analyzed automatically by a
(symbolic) switch-level analyzer, as more information
is extracted and kept track of. Results show that sym-
bolic analysis using a partial ordering leads to an in-
crease in efort in terms of CPU-time which remains
within acceptable bounds as compared to the original
situation.
Despite the improvement due to partial ordering, it

is certainly not possible at this moment to extract the
functionality of every circuit generated by the module
generator MGE not of manual designs. First, circuits
exist which can not be abstracted to a network con-
sisting of switchable on-resistances and capacitances,
which is the starting point for the analyzer. For exam-
ple, certain designs are done based on current equa-
tions, which could lead to small ratios between tran-
sistors. Such circuits can be analyzed and shown to
behave correctly by a circuit simulator, but not by
tools using less accurate models ofcircuit reality. Sec-
ond, problems can arise even in the case that the an-
alyzer's starting point is right. This is caused by the
fact that the analyzer assumes that an oriler of mag-
nitude model can be used, which may lead to overly
indeterminate and even to erroneous results.
For these reasons, it will not be possible to automate

the verification completely if there are no provisions
for dealing with circuits that can not be modeled by
the methods used now. A solution to the problem
of getting too indeterminate results would be to ex-
tend the verification method with a controlling pro-

cedure which refines the used modeling in case inac-
curate results ere found. So, suppose firgt the use of
an efficient, lesg accurate modeling procedure yielding
a certain implementation signal to be at X while the
specification requires e determinate value. We could
then re-evaluate using more accurate models until we
can determine whether the X really means that the
implementation produces a indeterminate result (er-
ror in the design) or that it was just the inaccuracy
of the original description level which was responsible
for the X.
The validation of the application of the switch-level

model as well as verification based on analysis at dif-
ferent levels of accuracy will be the subject of future
research.
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-mgc secS-tc
tot. o. part. o. tot. o. part. o.

Analysis
Sun.CCCsz
mcm. rEagc!
CPU-time:

42 6T 36 43 Mb
o.6Mb l.lMb 9.7Mb 16.4 Mb

63 U3 l29s 1333

Simulation
mcm. rrlrgc!
CPU-timc:

0.3Mb 0.3Mb 9.2Mb 8.2Mb
2.Eg 4.6s 232s 26lg

Table 3: Dxperimental Results


