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Abstract

This paper presents a new hierarchical tim-
ing verification method consisting of the elimi-
nation of local logical incompatibilities and giv-
ing accurate and efficient solutions of the falsc
path problem. Experimcntal results indicatc
that, with this new hierarchical method, the
CPU-times decrease up to 2 orders of magni-
tude for complex examples.

1 Previous approaches for solving
the false path problem

Traditional timing vcrifi*s like Crystal l1l and LEADOUT l2l
usc r PERT-likc elgorithm for serrching the longcst prth in
a circuit. Thesc mcthods work corrcct and cfficicnt as long
as therc arc no falsc paths in the circuit, But, because thcy
do not take into account thc logical incompatibilities, this can
result in a large overcstimation when thcrc are {alsc paths in
thc circuit. E.g. for a 24-bit bypass ALU, PERT gives an
ovcrestimation of more than 100%,

A first attcmpt for solving the false path problem is cx-
plained in [31. Thc false paths are climinated in a post-
proccssing rtep. With a modificd PERT-elgorithm, thc n

longest paths are calculated. Those paths, sortcd by dc-
creasing length, are tcstcd for scnsitizability using thc D-
algorithm [5] on thc logic model of the circuit. Unfortunately,
the number of false paths to be eliminated beforc the first scn-
sitizable path is found is fairly large and bccause this number
cannot bc predicted, the choice of n is vcry difficult.

That problcm has bccn solvcd in [4] by climinating thc
false paths as a part of the scarch and only the longcst scn-
sitizable path is prcscnted to the user. This mcthod givcs
accuratc results, but has thc drawback that thc CPU-timcs
explodc for largc circuits with many filse paths. This algo-
rithm is cxplained in section 2.

The ncw mcthod gives a solution for this problcm by using
the hierarchy in the circuit. Thc method will be explained in
section 3. Expcrimental rcsults will be givcn in section 4.

'Wort sponsorcd by thc EC undcr the ESPRIT-1058 projcct.
lProfessor at Kath. Univ, Leuven.
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2 The Longest Sensitizable Path
(tSP) algorithm

As in other,timing vcrifiers, the timing bchavior of thc circuit
is modcled by a weighted directcd graph. The cdges in thc
graph rcprcscnt the propagation of a signal from onc nodc to
another; The wcight of thc edgc is cqual to thc propagation
dclay through the circuitry bctwecn the two nodcs. Associ-
ated with cach cdgc are a number of logical conditions for
the propegation of thc signal[4|. During the scarch for thc
longest sensitizablc path, bcforc adding a new cdgc to thc
path, it is necessery to chcck that thc propagation conditions
arc compatiblc with the propagation conditions of all the other
edges already in the path. Thosc conditions must not only
bc chccked locally, but they must be propagatcd through thc
logical modcl of the circuit to all thc rclatcd nodes.

The problcm is thus cquivalcnt to scarching thc longest
path in a conditional graph. A depth first scarch is used, with
following propertics :

Thc scarch is guided by a low cost hcuristic, namcly pERT.
The search'spacc is reduced by pruning : ifthe longest pcrt-
peth through a node is shortcr than thc longcst scnsitizablc
path already found, thcn thc subgraph of that nodc must not
bc serrched beceusc thc longcst scnsitizablc path through
that nodc can never be longer than thc path alrcady found.

With respcct to the CPU-times of this longcst sensitizable
path algorithm, thc following rcmarks can be made :

r When thc longest PERT-path is not a false path, the
algorithm is almost as fast as PERT.

o For small circuits wherc the numbcr of paths to check
is small, thc CPU-timcs arc of coursc also manageablc.

o But for largc, "rcal lifc" circuits with many falsc paths,
the CPU-times cxplodc and it takcs too long bcfore thc
longest path is found. For a 24-bit ALU with bypass
circuitry, it takcs morc than onc CPU-hour to search
the longest sensitizablc pathl4l.

The prescnted hierarchical mcthod rcduces the CpU-timcs for
thosc "real life" circuits with many false paths by making usc
of thc othcr two propcrtics. That is dcscribed in thc following
section.
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3 The new hierarchical rnethod
3.1 Motivation for this new method
By looking at the occurrenccs of falsc paths in the circuit, it
can bc obscrvcd that most falsc paths occur duc to onc of
thc following two reasons :

r falsc paths duc to local logical incompatibilitics.

o circuits whcre thc designer intended to crcatc false paths
by edding bypess circuitry for spccding up the global
circuit.

Examples of local logical incompatibilities can be found in the
fulladder circuit of figure 1. Figure 2 gives thc cvcnt graph
and thc logical conditions of thc carry gcncration part of this
fulladder ccll. On this graph can be seen that thc logical
conditions of some paths are incompatiblc and thesc paths
arc false paths.

An cxamplc of a bypess circuit is givcn in thc 16-bit ALU of
figure 3. The longest PERT-path through the combination of
thc 12-bit ALU and 16-bit bypass ALU is thc carry ripple path
of the 16-bit bypass ALU. However, the longest sensitizable
path is the carry ripplc path of thc 12-bit ALU becausc thc
carry ripple path of thc 16-bit ALU is falsc duc to thc bypass
circuitry.

lf all thesc local logical incompatibilities could be clim-
inated, thcrc would rcmain lcss false paths and this would
spccdup the LSP-algorithm. This can bc donc by using thc
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Elimination of local locical incompatibilities.
From the circuit description, thc logical functions in the circuit

Figure 2: The erent gnph of the carry generation pail ol
the fulladdet

hierarchy of the circuit.
Thc new hicrarchical method can bc summarized as fol-

lows :

Generale the timing dewr for all the bdlr.c celh anil lor lhe
bypatt circuibiet togethet with the bypaued, celh.
Compote there liming aieut lo become an eaent graph for
the whole cir,rtit,
Run lhe trSP-algorithm on thit eaent gra7th to find the
longed tentilizoble path in the circuit.

3.2 Timing view generation
The timing vicw gcneration mcthod consist of 2 ncw graph
manipulation techniques : the elimination of local logical in_
compatibilitics and a graph rcduction by evcnt climination.

in2 14 26

Figure I: A fulladd,er circuil
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arc dcrivcd with DIA[OG[6]. Also the cvent graph[2] of thc
circuit is sct up. An evcnt corresponds either to a falling or a
rising transition on an clectrical node in thc circuit. Each cdge
in the graph, the causality relationship betwecn two cvents,
has a corresponding dclay, calculatcd with a Horowitz type
of RC-modelslTJ, and a corrcsponding sct of logical propaga-
tion conditions for signal propagation. The total graph is a
combined logical and cvcnt graph.

False paths can occur in thc graph and havc to bc climi-
natcd. Out of the old cvcnt graph, a new evcnt graph without
falsc paths has to be gcncrated. This can bc donc in sevcral
ways l8ll9l:
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Path enameralion : All thc paths are cnumcratcd and thc
prths with logical incompatibilities are delctcd. This method

it vcry casy and would work, but is not cfficicnt bccausc the

mcmory requiremcnts arc too large.

Path enarnerdtion with optimol compaction: Take as much

.vents as possible together so that a minimal graph results.
This mcthod is not usefull bccausc it would takc to much

CPU-time to find the optimal solution.
The SLOCOP-melhoil: A method in bctween thc two prcvi-
ous mcthods is devclopcd. A depth first scarch is applicd with
checking for logical incompatibilitics as in thc LSP algorithm.
During thc forward scerch, the path is crcatcd and checkcd

for sensitizability. Whilc backtracking, if a sensitizablc path is
found, the following algorithm is used for compaction : ?uo
eaenfu in lhe graph ore taken logether if lhey rcfer to the
nme circuil noile, haae lhe tame lnntilion, anil haae lhe
nme nbgraph,

Algorithrn :

1. lnitializc : cv : rootevent;
2. whilc (: NOT INVESTIGATED out-cdgc of cv) {

/* FORWARD */
Take cdge and mark it INVESTIGATED;
if (edge compatiblc with currcnt path) i

Push current state on stack;
Add cdgc to current path;
cv : out-cvcnt of cdge;

)
)

3. / BACKWARD'I/
if (cv :: rootevent) exit;
Try to combinc cv with othcr cvcntr;
Pop previous state from stack;
go to 2.

This results in a graph without logical incompatibilitics
where somc evcnts havc bccn duplicatcd. Thc event graph in
figurc 2 of thc fulladdcr circuit in figurc 1 becomcs aftcr clim-
ination of the logical incompatibilitics the graph in figure 4.

Graph reduction by event elimination.
As dcscribcd in the previous scction, the numbcr of cvents has

incrcased due to the climination of logical incompatibilitics. ln

this scction, a method is dcscribed to compcnsatc this effect

by event elimination in a post proccssing stcp.

lf an cvcnt is climinated, all the in-edgcs and all the out-
edges of that event arc rcplaccd by edgcs from all thc in-events
of thc climinatcd cvcnt to all thc out-cvents of the eliminatcd
cvent. Thc resulting delay of a created edgc is thc sum of
thc delays of the two rcplaccd cdges and thc rcsulting logical
propagation conditions are the conjunction of the two replaced

edges.

Because thc cvcnts arc eliminated in a post processing

step, the CPU-time required by the mcthod must be vcry low

PERT
LSP

t

Figure 3: A 12-bit ALU uithout bypau anil a 16-bit bypatt
ALA
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rnd . vcry simple algorithm hes to be uscd. The following
rimple critcrion for eliminetion is used : eliminale an erenl
if the lnlltmber of crcctcil eilget it tmaller lhan lhe ntmber
of reploceil eilgu. ln othcr words, climinatc en evcnt if the
sum of the in-edgcs and out-edges of thc cvent is larger than
thcir product.

S.3 The hierarchical composition
Thc timing vicws can be hierarchically composcd and an event
greph for thc highcr lcvel cell is generatcd. This cvcnt graph
has less (or none) falsc prths bcceuse all the local logical
incompatibilitics arc climinatcd during thc timing view genei-
ation.

The LSP-algorithm can run on this evcnt graph and thc
requircd CPU-timcs will be much lowcr than running it di-
rectly on thc whole flat circuit bccausc all thc local logical
incompetibilitics rre climinatcd. ln many circuits there will
bc no false paths any more in the hicrarchically composcd
cvcnt graph.

4 Experirnental results
ln table 1 thc rcsults of this new method arc given for Mcad
and Conway typc ALU's with a differcnt number of bit slices.
Alu12 has no false paths and thcrc is of coursc no improvc-
mcnt with thc ncw method. For the alu's with 14 bit sliccs
or morc, each 4 bit sliccs in thc carry ripplc chain, a bypass
circuitry is includcd. The bypass circuitry creatcs false paths
and as can be secn in tablc 1, thc CPU-times rcquircd by thc
longest scnsitizable path algorithm (LSPlincrease rapidly.

circuit LSP Hierarchical longest
pathprep. analysis

-sec CPU-sec CPU-sec nsec

run on this graph and the CPU-times are decreased signifi-
cently es cen bc sccn in table 1. E.g. for the 2r[-bit bypass
ALU the CPU-timc is rcduccd from more then onc CpU-hour
to 15 CPU-ceconds, which is a rcduction of two ordcrs of
magnitude.

5 Conclusions
A ncw hicrarchical method for cfficicnt solving the falsc path
problcm, is prcscntcd. ln a prcproccssing stcp, all the local
and thc uscr intendcd logical incompatibilities arc eliminatcd
by gencrating timing vicws for these basic cclls. Thcsc tim-
ing vicws arc hicrarchically compored and thcrc remain lcss
(or nonc) logical incompetibilitics. Thercforc, thc CpU-times
requircd by the longest rcnritizeblc peth rlgorithm erc much
lower and for complcx exemples, that can bc a reduction of
two orders of magnitude.
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Table 1: CPU-limer (on an Apollo !500) of the neu hierar-
chical melhoil (prcproceuing * analytil) compareil wilh the

flat Longetl Seuitizable Palh methoil.

Thc ncw hierarchical mcthod consist of 2 steps. First, a

timing vicw has to be gencratcd for 4 carry ripple cells to-
gethcr with the bypass circuitry. Thc logical incompatibilities
in the bypass block arc thcn climinated. Thc CPU-timcs to
generate this timing vicw is indicatcd as thc preprocessing
part of thc new hicrarchical method in tablc 1.

Sccond, thcsc timing views are composcd and rcsults in
an cvcnt graph for thc wholc ALU. The LSP-algorithm can

alu12
alu14
alul6
alu18
alu20
ah,22

alu24
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