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Ahstract -The computer-aided design of a VLSI PCM-FDM transmul-
tiplexer is presented.'I'he entire design process from syslem specilications
lo integraled circuit layout is carried out with the aid of specialized
computei progams lor analysis, synthesis and optimization at each design
levelz thblilter nelwork,tte archilectwe and the circuit layout.The*CltD
tools,support a topdown custom design methodologpr based on bit-s€riat
architectures and standard c6lls. A crutomizbd architeclwe is constructed,
which is integrated using a S-pm CMOS csll library. The results are
compared with a fully maiual design and demonstrate the power of
architecture basxd computer-aided dcsign melhodologies lor VLSI filter-
ing. By coinbining bbth syrties& as well as optimization aids at each

design levei, it is possible to achieve a high degree of automation while
retaining an efficient use of silicon areq high throughput and moderate
power consumption,

I. INrnooucrrolr

TN THIS PAPER we present a Computer-Aided Design

,f system called CATHEDRAL [13], [19] for automating
the design of custom integrated digital filters. As shown in
Fig. 1 the CATHEDRAL dbsign system consists of com-
puter programs and a CMOS circuit cell libiary. An over:
view of the programs and the cell library is grven in Section
II and their application to the design of a VLSI PCM-FDM
transmultiplexer [20] is illustrated in Section [I[.

A fundamental problem, in the custom design of a VLSI
signal processing system, is to choose the combination of
filter structure, signal processing architecture and in-
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tegated circuit technique, which leads to the most e.co-

nomical monolithic device, while satisfying all the system
requirements and specifications. In the absence of a sys-
tematic design strategy to handle this complex problem, it
bbcomes necessary to evaluate the fabrication cost of a
selected combination of filter network, architecture and
integrated circuit in terms of the chip area, power dissipa-
tion and throughput/unit area. If the cost is too high,
iterative redesign and reevaluation become rec"rrury, ,e-
sulting in a long design time. Monolithic general purpose
programmable devices known as digital sign:al processors
can cut these costs and reduce the desigir time by relieving
the designer from architecture and circuit design tasks.
However, the fixed architecture of commercial general
purpose signal processors is not always optimally suited foi
implementing custom VLSI systems. The FIRST [3] silicon
compiler allows the design of a custom signal processing
chips in a very short time, where the architecture can be
customized to the ppecial needs of the system. However,
the designer has to manually perform the tedious job of
translating the filter algorithm into a bit-serial architecture.
Moreover, the fixed procedures in FIRST do not exploit
the potential reduction in circuit complexity inherentfy
possible in custom designs and hence result in substantially
lower silicon efficiency compared to a fully manual custom
design [4].

In order to achieve efficient design automation as well as
cost-effective silicon utilization, De Man et al. l5l have
proposed the concept of computer-oriented architecture-
based design methodologies for custom integration of digital
filters. The central ideas are the following:

1) The design time is cut by formal procedures (Fig. 1):
(a) for synthesis of filter algorithms, whose structure

optimally matches the target architecture;
(b) for castomizing or synthesizingthe architecture to

implement a given algorithm using parametrizable building
blocks;
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Fis.. l. Concept of the computer-aided design system CATHEDRAL- 
f6r iustom in'tegration of digitd filters usiqg piptfined bit-serial archi-
iecturis. fhe nimes in brac[ets mrrespondt6 the componenjs of the

CATHEbRAL design System which are deicribed in Section IL

(c) for optimal silicoh implementation of the resulting

architeotural cuufiguration using prc'dcfincd circuit colls

for thb building blocks.
2) The chip area, power and speed requirements Lre

miriimised basetl. on optimization criteria at the circuit

desiln level which irJ abstracted to the higher design

level.S, i.e., the algorithm and the architecture (Fig. 1).

An effective CAD system is created by combiniirg effi-

cient computer tools to automate the procedures 1a-1c,

together with specialized computer-aided optimization pro-

grams to carry out the optimization tasks defined by 2)'

Such a CAD system (Fig: 1) leads to a simultaneous

reduetion of development costs as well as of fabrication

costs.
Iir this papgi, we demonstrate a CAD systpm called

CATHEDRAL (Fig. 1) which is based on pipelined bit'
serial architectures t4l-171. A brief overview of the design

process with this architecture is given in Section 2.1' Fxten'

iive design experience t4l, [12] shows that both wave digital

latticE filtei structures [14] as well as cascade-canonic sec-

ond-order, seciions [15] are well suited for integration with

pipelined bit-serial architectures. In this PaP9r, we present

ihl case-Study of a PCM-FDM transmultiplexer designed

with wave digital lattice filiers [1]. For the synthesis (step

1a) of these filters the CATHEDRAL design system (Fig'

1) uses the FALCON program [14] described in Section

2'.2. Optinttzation criteria at the filter algorithm level which

minimize chip area and maximize throughput are discussed

in Section Z.f . Rs shown in Section 2.3, to carry out this

optimization CATHEDRAL (Fig. 1) employs the general

purpot" filter analysis program DIGEST [16] together with

ihe ioefficient optimization program CANDI [21]' For the

implementation of the optimized filter-algorithm in a bit-

serial architecture (Step 1b), comprehensive procedures

have been formulated in [4], [12]. In the CATHEDRAT
system (Fig. 1) these procedures are automated by the

knowledge-based architecture synthesis program AMAI

which is described in Section 2.4. For optimizing the

architecture with respect to circuit area and speed require-

ments the analytic tool COMPASS, which is presented in
Section 2.4, has been integrated in the CATHEDRAL
system (Fig. 1).

The silicon integtation (step 1.c) of the bit-serial architec-

ture requires a library of integrated circuit cells which can

impleinent the building blocks of the bit-serial architecture
(Section 2.4). These cells can be designed for different
technologies and with different circuit techniques. In Sec-

tion 2.5 we present a 5-pm single-metal CMOS cell library
which is available in the CATHEDRAL design system.

This cell library is desigred with a special race'free dy-

namic CMOS circuit tectrnique called NORA [17]' [39].
The procedures for the computer'aided layout of the bit-
ierial architecture depend on the layout style of the cell

library which is in turn influenced by the technology. For
the single-metal CMOS cell library in CATHEDRAL the

standard cell placement and routing program CAL-MP

[1S] is used (Fig. 1). The fundamental techniques behind

most of the above mentioried CAD tools and cell library
have been described individually in [14], [16]-[19], [21]'

[3U, [29], [36], [371. In Section II we illustrate how these

have beert integrated in the CATHEDRAL design system.

The CAD tools and cell library discu-ssed in Sections

2.2-2.5 are applied in Section 111 to design a VLSI device

for the ttatttm,rltiplexer- In Section 3.1. the system level

design of the transmultiplexer is described. It is shown how

the Lnowledge of the target architecture can be exploited

by the system designer to optimize the sysiem configura-

ti-on for minimum chip area. This optimization is per-

formed manually. ln iection 3.2 the filter sfrthesis and

analysis programs of Section 2.2 are applied. Section 3'3

shows the optimization results with the computer-aids of

Section 2.3. The synthesis and optimization of the bit-serial

architecture for the transmultiplexer is demonstrated in

Section 3.4 using the progtams described in Section 2'4'

Finally in Section -3.5 the complete layout of the transmul'

tiplexir is generated with the cell library and layout tech-

niques presented in Section 2.5.

IL Corrlpursn-Aroro Dnsrcl't Svsrrlvr: Cnrnroner

In this section we give an overview of the methodology

used in the CATHEDRAL design system. The main design

levels are illustrated in Section 2.1. The complete design

process using the individual CAD tools and the cell library

is explained in Sections 2.2-2.5.

2.L Short Oueruiew of the Bit-Serial Design Process

Based on the design experience gained with the manual

designs of a large number of custom filter chips, a design

methodology for bit-serial architectures has been de-

v,eloped. It is described in detail in [4], [12]. From this

design methodology a set of formal rules has been derived

which can be used by a designer to synthesize a bit-serial

architecture, given the algorithmic description of the filter
represented by a block diagram, as in Fig. 2(a). As a sintple

example of this methodology, Fig- 2 demonstrates the
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integration of a first-order recursive filter. Fig. 2(a) shows

the block diagram of a first-order filter with a binary
coefficient a: 0.10101. The signal wordlength is assumed

to be-8 bits. The fixed nature of the coefficient is exploited
by expanding the multiplication operation into power-of-
two scaling (shifQ and add operations as in Fig. 2(b). The
synthesis of the expanded block diagram of Fig' 2(b) into a

bit-serial architecture is given in Fig. 2(c). The architecture
is constructed by interconnecting l-bit pipelined building
blocks, such as l-bit adders, shift-registers, zero-injectors
(used to perform a scaling with a positive power of two),
and bit-repeaters (used to do a scaling with a negative
power of two). A controller is added to the architecture to
generate appropriate control signals to ensure correct syn-
chronization of these bit-serial building blocks. The circuit
and layout descriptions of cells which implement the build-
ing blocks of the bit-serial architecture are stored in a

predefined cell library (Section 2.5). The layout technique
used to integrate the architecture of Fig. 2(c) with the cell
library depends on the technology of the cell library. For
the CMOS single metal cell library presented in this paper

a standard cell layout approach based on channel routing
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Fig. 2. (Continued).

is adopted. For the architecture of Fig. 2(c) this results in
the floorplan shown in Fig- 2(d).

2.2. Filter Synthesis and Analysis: FALCON-DIGEST

For a given specification on the frequency response of a
digital filter (e.g., Fig. 7) different filter structures are

available. The integration of 3 types of filter structures
with bit-serial architectures has been investigated in [4],

[12], namely wave digital [23], lossless discrete integrator
(LDI) [24] and cascade canonic second-order sections [15].

These investigations show that the inherent concurrency
in the wave digital lattice filter structure [14] (Fig. 6) leads

to an efficient pipelining of the bit-serial architecture.
Further, the low sensitivity, which is a common property of
all wave digital structures, allows considerable reduction in
the hardware for coefficient-signal multiplication (Section
2.3). In this paper we demonstrate the application of wave
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Fig. 2. Overview of design process for integrating a digital filter with a
b-it-serial architecture using CMOS standard cells: (a) "optimized" block
diaeram of a first-order filter with disqete coefficient a:0.10101 and
sigial wordlength W:8 bits; (b) Expansion of the discrete coefficient
inio power-of-i-wo scalers and adders;'(c) Bit-serial architecture for filter
blocli diagram shown in (b); (d) Layout of architecture in (c) using the
NORA CMOS cell library and CAL-MP; (e) Transistor schematic of a
subtractor cell; (0 Layout of the subtractor cell in (e).

sTrn OUT6l.l 

h
0r

OUT

I..Parrt-l
]T- iI

I

,u
i

l
' tDn

I
D

.6-/l

A+ A A A A A A

++

CONTROI I FR

I Drt I Drt 2 brls I Drt I Drt

propogotron deloy

*

+.

tr



76

digital lattice filters in a VLSI design (Section III). To
design these filters the filter synthesis program FALCON

[14] is used. This CAD tool can design wave digital lattice

filters to satisfy arbitrary specifications in the frequency

domain. The designer does not have to take care of the

details of the synthesis method. With a minimal amount of
interactive user-input, namely the filter type, cutoff
frequency and stopband attenuation, FALCON automati-
cally compute! the required filter degree and the nominal
" infinite precision" values for the coefficients of the

cascaded "2-port adaptors" of the lattice structure (Fig. 6).

The output of FALCON is a textual description of the

filtcr block diagram (Fig. 6) consisting of the basic digital
filter elements, i.e., adders, coefficient-signal multipliers
and sample delays (D).

VLSI filtering systems such as the transmultiplexer (Sec-

tion III) consist of several filter stages. The synthesis of
each filter stage is usually done individually with a pro-
gram like FALCON. Therefore, in the next design step the

designer has to verify that the overall frequency specifica-

tions are satisfied when the filter stages are connected

together to form the complete sYstem- To do this the

system transfer function is computed using the versatile

filter analysis program DIGEST [16]. The network descrip-

tion of the filter block diagram obtained from the synthesis

program FALCON is directly entered into DIGEST. The

DIGEST program is also used to compute analysis infor-
mation which is essential for optimization of the filter
discrete coefficients and digital signal word-length as dis-

cussed in Section 2.3. DIGEST performs the network anal-

ysis directly in the z-domain [25] and exploits sparse

matrix compaction techniques [26]. This leads to a high

accuracy, numerical reliability and a high computation

efficiency. To maintain a high efficiency for multirate
VLSI filtering systems such as the transmultiplexer (Sec-

tion III) special data structures are combined with efficient

matrix search strategies as described in 1271. DIGEST also

allows for time-domain simulation using a bit-true repre-

sentation of signals, coefficients, and quantization char-

acteristics of aiithmetic operations

2. 3. Algorithm Optimization: DIGEST-CAN DI

Having verified the correctness of the nominal filter
design, the next step in the computer-aided design is to
determine optimal values of the discrete coefficients and

the signal wordlength (Fig. 2(a)), which minimize the sili-

con area required and maximize the throughput. For the

bit-serial architecture this requires a minimization of the

nonzero bits in the discrete filter coefficierls, subject to the

constraints imposed by the frequency specifications [28]'
There are 3 nonzero bits in the discrete coefficient c in Fig'

2(a) and this directly contributes 2 adders and 3 bit-
repeaters in the floorplan (Fig. 2(d)). Thus a minimization

of the nonzero bits in the filter coefficients minimizes the

"hip 
u."u. The discrete coefficient values also determine the

frequency response so that the minimization must be car-

ried out under constraints imposed by the design specifica-

tions. In order to solve this discrete coefficient optimiza-

rEEE touRNAL oF soLrD-srATE cIRctrITs, vol-. sc-21, No. 1, Errnuln'v 1986

tion problem the CAD tool CANDI [21] exploits an initial
set of network analysis data from DIGEST (Section 2.2) to
carry out large-change multiparameter sensitivity analysis

[29] of the given filter. This capability is used to compute

approximations to the aiceptable region of coefficient val-

ues, which satisfy specifications on the filter response.

Heuristic strategies [2L] search for the discrete optimum
within this region.

For bit-serial architectures, if d is the maximum clock

rate at which the bits are propagated through the pipetned
bit-serial building blocks (Fig. 2(c)) and W is the signal

wordlength then the maximum possible throughput is
Fc/W. So for a given clock rate the throughput is inversely

proportional to the number of bits representing the inter-
nal signals. On the other hand, the total number of shift

register blocks required in the bit-serial architecture (Fig'

2(c)) is directly proportional to the signal wordlen9th W-

Hence a minimization of signal wordlengths maximizes the

throughput/unit area' The signal wordlength also de-

termines the signal/noise ratio, dynamic range and relative

amplitude of limit-cycle oscillations. To minimize signal

wordlengths within the specified constraints on these char-

acteristics, the DIGEST program uses special techniques

[16], [36], [37] to compute: (1) noise transfer functions, (2)

L1-norm in the time-domain of the signals at various nodes

in the system, (3) average signal energy (L2-norm) and (a)

bounds on small scale limit cycles. These data are used to
construct templates [16], which visualize the function of
each bit in the digital signal at each node of the filter. The

template of the signal at a node (Section 3.3) clearly

indicates the maximum number of bits on the LSB side, as

well as on the MSB side, which can be affected by each

nontnearity (e.g., product truncation, addition overflow) in
executing the algorithmic operations. These templates are

directly used to compute the minimum increase in signal

wordlength necessary at each node to satisfy the specifica-

tions on the dynamic range, noise and parasitic oscilla-

tions.
The block diagram of the filter with optimised discrete

coefficients and digital signal wordlength (Fig. 2(a)) is

called the optimized block diagram

2.4. Bit-Serial Architecture Synthesis and Optimization:

AMAI-COMPASS

To integrate the optimized block diagram (Fig. 2(a)) of
the filter, obtained with the CAD tools of Section 2.3, a

bit-serial architecture (Fig. 2(c)) is constructed using a

restricted set of building blocks, which can implement the

operations of the optimized block diagram (Fig. 2(a)). This

design task is called architecture synthesis. Rules for
synthesizing bit-serial architectures have been formulated

based on practical design experience. These rules are coded

in a knowledge-based CAD program called AMAI, which

.automatically carries out the architecture synthesis. Once

the architecture has been synthesized the optimization pro-

gram COMPASS is used to minimize the total number of
building blocks in order to reduce chip area' The design

process with AMAI-COMPASS is described below.
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structure of (n-1) 2-input adders (multi-
plexers) in the expanded block diagram.

Rule E4: A 2-input subtractor of the optimized block. diagram remains a 2-input subtractor in the
expanded block diagram.

Observe that the sample delay element D remains un-
changed in the expansion process. The resulting expanded
block diagram (Fig. 2(b)) may in general contain the basic
elements drawn in Fig. 3(b).

Step 2: Bit-Serial Architecture Synthesis
In this step AMAI replaces each of the basic elements of

the expanded block diagram (Fig. 3(b)) by a bit-serial
architecture building block (Fig. 3(c)) as follows:

Rule Bt: A sample delay in the expanded block di-
agram is replaced by a shift register block with
a shift valae n equal to the signal wordlength
multiplied by the number of input channels
over which the filter is multiplexed.

Rule 82: A scaler with a negative power-of-two is re-
placed by a bit-repeater.

Rule 83: A scaler with a positive power-of-two is re-
placed by a zero-injector.

Rule 84: A 2-input adder is replaced by a 2-input bit-
serial adder building block.

Rule 85: A 2-input subtractor is replaced by a 2-input
bit-serial subtractor.

Rule 86: A 2-input multiplexer becomes a l-bit 2-input
multiplexer.

Step 3: Architecture Optimization
The architecture resulting from Step 2 is pipelined and

optimized for minimum chip area by the COMPASS pro-
gram as described below. Observe that the only delays in
the optimized block diagram (Fig. 2(a)) are the sample
delay elements D, which are replaced by shift-register
blocks (nA) in the bit-serial architecture (Step 2, Rule B1).
In order to pipeline the architecture the building blocks are
clocked and this results in additional delays associated with
the arithmetic building blocks (adders, subtractors, bit-
repeaters, zero-injectors, multiplexers).

These delays are usually a fraction of the sample delay
D. In order to keep the transfer function of the filter
unaltered, these extra delays must be compensated for. To
achieve this, COMPASS redistributes the sample delay
(nA) in feedback loops and assigrs additional unit delays
(A) in parallel signal paths with unequal pipeline delays
(Fig. 9). These additional unit delays are called "shimming"
delays [31] and require the addition of extra shift-register
blocks (Fig. 2(c)) which eventually consume more chip area
(Fig. 2(d)) and power. Hence COMPASS performs an
optimal assignment of "shimming" delays which minimizes
the total shift register count and hence the chip area and
power consumption.

To find the global solution to this optimization problem
the COMPASS program [31] exploits the technique of
retiming [3a] in order to reformulate the optimal delay
management problem as a linear programming problem
[35]. It is interesting to note that notwithstanding its in-
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The optimized block diagram of the digital filter (Fig.
2(a)) may in general contain 5 different basic elements, as
shown in Fig. 3(a); these are (i) sample delays, (ii) coeffi-
cient-signal multipliers, (iii) adders, (iv) subtractors, and
(v) multiplexers. The adders and multiplexers may have
any number of inputs, and the coefficient-signal multiplier
may have any binary value. To integrate the filter block
diagram with a bit-serial architecture it should eventually
be translated into an interconnection of integrated circuit
cells which can implement the building blocks of the
architecture. To perform this task AMAI and COMPASS
carry out a step-wise refinement of the optimized block
diagram (Fig. 2(a)) as follows:

Step 1: Expanded Block Diagram
In the first step the elements of the optimized block

diagram (Fig. 2(a)) are expanded into simpler elements
(Fig. 2(b)) according to the following rules which are
programmed in AMAI:

Rule EI: A sample delay element of the optimized block
diagram remains a sample delay element in
the expanded block diagram.

Rule E2: A coefficient.signal multiplier of the opti-
mized block diagram is expanded into a net-
work of 2-input adders and power-of-two
scalers in the expanded biock diagram. Only
the nonzero bits in the CSD code [32] of the
coefficient are implemented.

Rule E3: An n-input adder (multiplexer) of the opti-
mized block diagram is expanded into a tree
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teger programming nature, the above problem can be solved
with the simplex algorithm.

Step 4: Control Generation
When th'e architecture has been pipelined and optimized

by COMPASS, AMAI constructs a customized control
structure. This controller (Fig. 2(c)) is essentially a chain of
shift-register blocks. It distributes appropriately delayed
control pulses to the bit-serial building blocks (Fig. 2(c))
which need synchronization with the LSB of each succes-

sive sample. Such control pulses are used to initialize a

building block for each sample, e.9., carry initialization of
adders for LSB addition.

Step 5: Cell Schematic
In the final step AMAI translates the complete architec-

ture (Fig. 2(c)) into a cell schematic, which is an intercon-
nection of library cells. This cell schematic is generated
using a cell library (Fie. 3(d)) as follows:

Rule CI: A shift-register block with a delay in nA is
replaced by a cascade of shift-register cells.

Rule C2: A bit-repeater (zero-injector) is replaced by a
bit-repeater cell (zero-injector cell).

Rule C3: A bit-serial adder block is replaced by an
addcr ccll. If no carry input is rcquircd, rn
adder cell without carry input is selected.

Rule C4: A bit-serial subtractor block is replaced by a

subtractor cell.
Rule C5: A multiplexer building block is replaced by a

multiplexer cell.
In the NORA CMOS cell library used in this paper

(Section 2.5) two different options exist for each cell as

shown in Fig. 3(d). One option is clocked on phase fr and
the other option is clocked on phase fr. When applying the
above rules (C1-C5) it is important to ensure that neigh-
boring cells in the cell schematic are clocked on different
phases. This guarantees a race-free operation [39] of the
circuit. When executing rules C1-C5, the AMAI program
automatically makes an appropriate choice of the cell
option in order to satisfy the above condition.

The output of the AMAI program is the cell schematic
in the form of a netlist of the library cells.

2.5. Silicon Integration: NORA-CALMP

The cell schematic of the optimized architecture, ob-
tained from AMAI-COMPASS is entered in the database

of the.Sl-2000 system [2] used for designing chips with
standard cells. In the same system, the library of circuits
and layout information for bit-serial cells is stored, which
can be used to integrate the building blocks of the bit-serial
architecture. For digital signal processing systems an im-
portant design characteristic is the fact that they share a

common and restricted set of functional building blocks. In
realizing several bit-serial prototype chips it has been our
.experience that with only a set of 6 building blocks (Fig.
3(c)) the. basic operations of custom digital filters can be

performed. In addition data-dependent decisions and pro-
grammable coefficients can be handled and testability can

be pfovided. The establishment of a cell library to integrate
these building blocks allows considerable reduction in the

IEEE JoURNAL oF soLrD-srATE crRculTs, vor. sc-21, No. 1, Ernnulnv 1986

design time of a wide range of complex VLSI filtering
devices. Also technology updating or adaptation to differ-
ent silicon foundries is easy to achieve.

NORA [17] is the CMOS circuit technique employed to
design the cell library [39]. In this technique, the combina-
tion of static, dynamic and C2MOS circuits following a
restricted set of composition rules, results in a racefree
system, regardless of the amount of skew between the two
synchronizing clock signals. For bit-serial applications
another importbnt characteristic of the NORA technique is
the reduced silicon area required by the C2MOS register.
This allows a significant area saving compared with other
techniques (e.g., DOMINO CMOS), because all bit-serial
operators incorporate register elcments to facilitate pipelin-
ing. As an bxample, Fig.2(e) shows the NORA circuit of a
bit-serial two's complement subtractor.

The cells have been designed for a 5-pm single-metal
CMOS process. Since only a few reusable cells are required
the layout of the cells has been done manually, making use

of the Applicon interactive graphics system. The use of
layout geometries at orientations that are integer multiples
of 45 degrees made it possible to realize very dense layouts
(uvcrugc dcrrsity -745 tt/t\n]). Fig. 2(0 shr:ws the loyout
of the subtractor cells of Fig. 2(e). Simulations indicate a

maximum operating frequency of 10 MHz with a total
capacitive load smaller than L.5 pF. This has been verified
by measurements on test chips [39].

The technology has a large impact on the layout strategy.
For the single-metal CMOS technology it was fouird that,
due to the lack of buried contacts, anti-latch-up design and
high values ofjunction capacitance, routing outside cells is
necessary. For this purpose the standard cell placement
and iouting program CAL-MP [18] is used. Clock, power
and ground lines are interconnected by abutment. Inter-
connections between cells run horizontally in a dedicated
routing channel parallel to the cells (Fig. 2(d)). Wherever
necessary, "feeds" are inserted for the vertical connections
(Fig. 2(d)). In each cell, contact terminals for datapath as

well as control-supply connections are provided on the top
as well as on the bottom side. The facilities for abutment
between adjacent cells in the current library, allow the
construction of serial register chains.

The NORA CMOS cells are stordd in the SL-2000
database [2], which can be used to integrate the building
blocks of the bit-serial architecture. The database contains
both circuit and layout descriptions of each cell. Given the
netlist of library cells obtained from the architecture
synthesis program AMAI (Section 2.4), the SL-2000 data-
base allows the designer to expand the design description
down to two levels of abstraction. In order to carry out the
cell placement and routing using CAL-MP [18],, the netlist
description is expanded down to the layout level by includ-
ing geometrical information of the individual cell layout
such as physical location of terminals. With this informa-
tion CAL-MP does an automatic placement of the cells
such that the channel widths (Fig. 2(d)) are minimized.
This results in a floorplan such as shown in Fig. 2(d) for
the filter of Fig. 2(a).



JAIN E' 4/.: A VISI PCM-FDM TRANSMTJLTIPLEXER

0....ttHr r-
cHl

clr2

tlt3

cHr

clts

tl|6

TH?

cHt

cHt

IHto

tltil

cHt2

Fr

I

-J

79

Fr

_lL
t

r
I

I

I

I

I

L-

lr r ttg lslJ,T.. J--' ' z*ilfi;
n = 1..-..,1

--l

r-
I

'r
I
I
IL--_ __t

t-
I

T

L

I
t-
I

Secorrdly, for the purpose of logic simulation using the
BIMOS simulator l2l, the SL-2000 database can expand
the netlist description down to the transistor level by
irtcluding inforrhation about the cell circuit (Fig. 2(e).
Since the input descriptiorts for both CAL-MP and BIMOS
are generated by the same database, there exists a one-to-
one correspondence between the simulation and the actual
layout. The logic simulation with BIMOS is used to pro-
vide reference tesi patterns for later testing of the fabri-
cated chip.

Finally, before a mask tape is created with the complete
layout as generated by CAL-MP, the program LOADS [2]
calculates the total interconnect capacitance in each net.
This information can be used to verify whether the sam-
pling rate requirements of the filter will be met. If this is
not the case buffers have to be introduced in the bit-serial
architecture (Section 2.4) to drive critical nets.

III. Tnc,NsrvIuLTIPLExER DrsrcN

In this section we apply the CATHEDRAL design sys-
tem of Section II to design the layout of a VLSI transmulti-
plexer. Nossek et al.[Ilhave proposed a system design for
a PCM-FDM transmultiplexer using multi-rate wave dig-
ital lattice filters. ln Section 3./ the system level design of
the transmultiplexer [11] is briefly described. Next, in
Section 3.2 and Section 3.3 the filter synthesis and optimi-
zation is performed as described in Sections 2.2-2.3. For
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the integration, a customized bit-serial architecture is con-
structed it Section 3.4 using ine eUru program (Section
2.4). ln Section 3.J the layout is implemented with the
library of 5-pm CMOS standard cells (Section 2.5). The
results with the CAD system of Section II are discussed
and compared with a fully manual design [11].

3.1. System l*uei Design

The origirial system design [1] is essentially a cascade of
filter banks, operating at different sampling rates (Fig. 4).
The range of sample rates varies between 8 kHz to 128
kHz, which is still lower than the maximum throughput
capability of a hardwired bit-serial architecture, using the
5-pm CMOS cell library (Section 2.5). Hence one can
optimize the use of silicon area, by multiplexing hardware
among identical filters, which process different inputs.
This, however, requires a completely modular filter config-
uration. To meet this condition a transformation [11] of the
original system schematic [1] is carried out. The transformed
system (Fig. 5) consists of 4 multiplexed wave-digital lattice
filters (Fig. 6) operating at the same sample frequency.
Compared to the original system (Fig. a) this essentially
involves a reorganrzation of the input channel sequences
and the addition of "dummy'' channels. Multiplexing the
same hardware among N different input channels, only
requires each sample delay to be repeated N times. Conse-
quently, the total shift register count remains the same,
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whereas the computational operators have to be imple-
mented .only once, resulting in area sauings up to 35
perceht. Additibnal circuitry has to be provided to satisfy
the- modified timing requirementS. However, this overhead
is negligible compared with the overall savings. The above
fiansformation is an example of optimization at the system
level, which directly reduces the chip area.

Various concepts have been described in the literature
foi realizing digital transmultiplexers [40], [41]. The system
architecture used here [] employs a single-path conversion
scheme, which has an increased immunity to intelligble
cross-talk. Further, the use of wave digital filters provides
absolute stability under looped condiiions [42].

ft ilrrT

3.2. Filter Synthesis and Analysis

The frequency-domain specifications for the wave-digital
lattice filters of the respective filter stages (Fig. 5) are
derived from the system specifications [1]. The synthesis

irrogram FALCON [14] computes the required degree and
the nominal "infinite precision" values for the coefficients
of the cascaded two-port adaptors of the lattice structure
(Fig. 6). For'the transmultiplexbr, filters of 13th, 15th,
19th, and 21st degree are required to satisfy the specifica-
tions. The signal flow grdph of the 13th-degee filter is
shown in Fig. 6. FALCON generates a complete block
diagram description of the filters. This task requires only 2
CPU-minutes (VAX780/VMS).

The next step is to analyze the response of the entire
transmultiplexer (Fig. 5) constructed with the filters as

designed above (Fig. 6) in order to verify that the overall
system specifications are satisfied. The general digital filier
evaluation program DIGEST [16] requires only 12 CPU
minutes (VAX78O/VMS) to compute the global system
response (Fig. 7) over the full Nyquist rringe for 320
frequency points. The response shown in Fig. 7 corre-
sponds to an excitation of the first channel (Fig. 5) which
extends from 0 to 4 kHz in the FDM baseband. The
aliasing effects in the other channels caused by this excita-
tion represent the intelligible and unintelligible crosstalk
levels. According to one of the CCITT-norms [10], these
have to be attenuated by at least 60 dB, which is satisfied
in Fig.7.

3.3. Filter Optimization

Given the nominal design of Section 3,2, the optimiza-
tion of discrete coefficients with CANDI (Section 2.3)
reduces the total nonzero bits and hence the total shift-
and-add operations by more than 30 percent at the cost of
1 CPU-hour (VAX780/VMS). The corresponding reduc-
tion in chip area is another 10 percent (Table I). The
response with the discrete optimized coefficients cbmputed
by CANDI is shown in Fig. 8. One can observe that the
tolerance limits have been exploited to reduce the nonzero
bits. Further details of the optimization with CANDI can
be found in [9].

for

rlrorrEl O
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(a)

+

Fig. 6. Block diigram - ;!lo.u of 13th-order wavb diljtal lauice
filter used in the transmultiplexer design. The structure (a) is composed
of 2-port adaptors as shown in (b) and (c). The FALCON program
computes a nominal value for the coefflcient a, of the jth adaptor.

(b)

->

s'lr"t -1

si rrr-r,

si tr ,-r' 3iq -r1

tir'r-1 {r'r'\

2D

Type I

al

Iype I

d2 zs

Iype ll

D

a4

lype I

z5

lipe ll

de

I ype ll

lype I

Z,

a,

Iyfe ll



::oeffictents

6

7

9

l0

1ll

20

25

27

Fi.L ter No. of

blts )

- --- --j

FI

F2

F3

Fq

3.3

7.1

12,O

25.0

19

3l
?A

39

CANDI

optl mum

non-ze,ro

birs)

cpu

mi nutes

vrx 1 1 /780

Fig. 7. Nominal response over 320 frequency points for transmulti-
plexer system of Fig. 5, analyzed by the DIGEST program using a
nominal coefficient values as computed by FALCON.

Fig. 8. Frequency domain response over 320 points for tiansmultiplexer
system of Fig. 5, computed by DIGEST usin[ optimized discrete coeffi-
cients obtain€d with CANDI.
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TABLE I
DTScRETE CorrrtctEur OprrMrzATroN oF Tnexsuurrrpr-uxrn

FrrrEns wrnr rsr CAD PRoGRAM CANDI.

Tobal reduc!ion in nJnber of non-zero bibs-301

-> Total reductlon in blt-serial chip area,l0t

noise-figure, the signal-to-noise ratio at Nout becomes 66
dB. When the special nature of the applicable CCITT-norm
is taken into account (sophometric noise weighting and
specified input signal levels), the specification is met for
W:77. Each bit which can be dropped, corresponds to a
reduction of the shift register lengths (Fig. 2(c)) and the
area occupied by the register hardware decreases propor-
tionally. In the original design [1] 20 bits were foreseen for
I{2, so with the aid of the templates computed at a cost of
25 CPU-hours (VAX780/VMS), 3 bits can be saved. Con-
sequently, the final active chip area is reduced by about 12
percent.

3.4. Bit-Serial Arc*itecture Synthesis

The architecture synthesis program AMAI requires about
1 CPU-hour (VAX780/VMS) to "map" the optimized
block diagram of the transmultiplexer filters (Section 3.3)
into an interconnection of bit-serial architecture building
blocks (Section 2.4). Current investigations are going on to
automate the exploitation of the inherent system hierarchy
(Fig. 5), as proposed in [11], where a small number of
parametrizable building blocks, suffice for the description.
This can reduce both the CPU-time and the dynamic
memory requirements for executing AMAI considerably.
In the next step, AMAI employs the COMPASS program
to optimaily assign shimming delays (Fig. 9) which are
required to compensate for the propagation delay in the
bit-serial operators (Section 2.4). This minimiies the total
amount of additional shift registers, which in turn reduces
the chip area further by 10 percent. The output of AMAI is
a netlist description of the entire optimized architecture in
terms of the CMOS library cells (Section 2.5). This forms
the basis for the floorplan and layout design.

3.5. Integrated-Circuit Layout

The floorplanning task with the cell library of Section
2.5 has been carried out with the aid of the CAD tool
CAL-MP [18], which directly accepts the netlist of stan-

The optimal signal wordlengthW is determined with the
aid of the templates generated by DIGEST (Section 2.3), as
shown below for the FDM system output node Nout (Fig.
5) with W:17:

s.sL###########RRR

(MSB) W bits (LSB)

For the statistical noise contribution at the node Nout
(Fig. 5) due to the product truncation, an RMS-value of
4.9 quantization units is obtained. Hence, on the average
less than 3 bits (letter R) arb corrupted. For the overflow
scaling andlysis, the L,l-norm in the time-domain (letter t)
iS computed to obtain a bound on the maximal amplitude
gdin factor in the presencb of signal excitations whose
amplitude is in the interval [-1,1]. In order to avoid
overflow, the MSB (sign-bit; letter S) should not be af-
fected. The worst-case value of L1 occurs for the gutput of
the first section (Fig. 5), namely L1:1.89. Hence, to
gi.rarantee the absence of overflow conditions, the input
signal level can be maintained up to the 15th-bit position
(first value-bit). The computed Ll norm for Nout becames
Ll:0.49, and consequently only the bits up to the 14th
position are contributing to the dynamic range at Nout, as

represented in the figure above. Also the average energy
can be computed (indicated with #). Combined with the
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(a)

dard cells from AMAI (Section 3.4). An optimized place-
ment combined with a 100 percent routing completion, has

been achieved with a minimal amount of user intervention.
In order to reduce the number of "independent" elements
which have to be placed, delay clusters have been con-
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nected in a chain in advance, and defined as one entity,
namely a "macro" in CAL-MP. Even with this simplifi-
cation nearly 1600 components have to be placed. These
include 1355 registers and register-chains, 158 adders and
subtractors, 86 bit-repeaters and 7 multiplexers. About 6

1
cac*a3s

t? 6

Fig. 9. Bit-serial architecture of a 2-port adaptor (Fig. rt@)) with discrete coefficient a:0.00I and with one of its ports
terminated in a delay element. (a) Synthesis ol the architecture by AMAI using the building blocks in Fig. 3(c); (b) optimal
assignment of shimming delays by COMPASS.

Fig. 10. Part of the transmultiplexer floor plan designed with CAL-MP showing i2 out of the 24 cell rows. The length of
illustrated portion is about 40 percent of the total length and the illustrated width is about 50 percent of the total width.
Bonding pads are not shown,
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iterations of placement, optimization and routing are re-

quired to arrive at the final floorplan of Fig. 10. For this

task, CAL-MP consumes 2.5 CPU-hours in total on a

VAX750/VMS. The floorplan (Fig. 10) contains 24 cell
rows and 167 tracks covering 67 mtll2. The overall density
is 435 transistors/mrt.A comparable manual design would
require only 58 mmz with a density of 500 transistors/mm2

[L1]. However, the time for manual placement and routing
is estimated at 1 man-month.

Hence the automation with CAL-MP saves a substantial

amount of design time and consumes only 10 percent more

silicon area. The reasons for the area advantage of the

manual design have been investigated in detail. Current
research efforts are aimed at enhancing the CAD system so

that the designer can interactively come arbitrarily close to
the area efficiency of the fully manual custom design

depending on the design time he is willing to invest.

The lower chip area of the manual design of the trans-

multiplexer [11] is due to two reasons. Firstly, the manual

approach makes use of dense shift register matrices, which
are important since nearly 80 percent of the active chip-area
is comprised of shift registcr cclls. In the automated strategy

with CAL-MP, these register matrices are not allowed yet,

as they do not fit into the adopted standard cell approach
of single cell-rows connected with tracks running in dedi
cated channels. The main difference between the auto-

mated and manual designs, however, results from an effi-
cient strategy for exploiting the system hierarchy in the

manual approach [11]. This can be mimicked in CAL-MP
with a limited amount of overhead in design time. In
CAL-MP a feature is included to define clusters or "classes"

which are initially placed together in a restricted range. In
fact in the mapping tool AMAI,'a possibility exists to
generate classes by specifying the nodes located on the

border of the cluster (cut set). However, this approach does

not yet allow the full flexibility present in the manual
placement. Therefore, current investigations are going on

with the transmultiplexer test-vehicle, to evaluate the CAD
tool GRIP [2], which allows preplacement of the compo-

nents in little groups of arbitrary size. The necessary rout-
ing is then generated by the program. With this facility the

designer can speed up the design time while interactively
approaching the result of a full custom design.

W. CotqcrusloN

The top-down realization of VLSI filters from system

specification to silicon integration with a computer-aided
design system is demonstrated by the design of a mono-

lithic PCM-FDM transmultiplexer device. On this device

184 orders of filtering with 92 coefficients are integrated.

The design system called CATHEDRAL consists of a

comprehensive set of CAD tools and a 5-pm CMOS cell

library (Fig. 1), which support a bit-serial architecture
methodology. These result in a fast turnaround time as well
as in a highly efficient use of the silicon area- The design

time with CATHEDRAL amounts to about 1 week as

opposed to 2-3 man-years for a fully manual design. At

the same time the chip areas of the computer-aided and
manual designs are comparable. The CATHEDRAL de-

sign system results in a chip area of 67 mrrf with a

complexity of nearly 30 000 transistors. When scaled down
to a 2.5 micron technology less than 25 m# can be

attained. This implies less than 0.15 mm2 per order of
filtering which, due to the high degree of multiplexing, is
more area efficient than a switched-capacitor design. The

CAD system leads to a total reduction of 67 percent in the

chip area. This capability of CATHEDRAL is a result of
combining a systematic design methodology with funda-
mental techniques to provide efficient computer-aids at
every design level.

The CATHEDRAL design system presented in this paper

can be used to design VLSI filtering systems with sample
rates up to 500 kHz. Current research is aimed at extend-

ing the approach in this paper to develop CAD systems for
bit-parallel architectures with a higher throughput and

broader functional capability.
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