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COT,IPUTER AIDED SYNTHESIS OF DIGITAL SIGNAL PROCESSIN6 ASICS

H. De tlan, J.Rabaey, P.Six, L.Claesen

lnteruniversity llicroelectronics Center, Heverlee, Belgium

l. The challenge oí the future : conccptual CAD.

l'íost ASICs deslgned today are elther of the gate array or standard cell type. Thcy me deslgned

inmuch the s?!Íne Írayas the traditional TTL/CI'{OSHSI b@rds and mostly theyare inttndcd to

be economlcal substltutcs for low perÍormance, low complexlty glue loglc between LSI

componrnts on PC8's. The actual trend ls more towards the gereratlon oÍ l'lSl/LSl struct$cd
bulldlngblocksbytheuseofmodule generators, often(ertoneously)calledslllconcompilers.

Thls ls a flrst step towards ASICS contalnlng complete systcms on a chlp.

Many servlces norv become available ofíerlng'complete" solutlons to the system deslgner l.e.

the CAD tools, the sllicon library and the brokerage to a sillcon foundry. ln all cases the

princlple of the meet-ln-the-mlddle [Del,l861 deslgn strategy ,ls followed Hereby the loglc

functlons and the boundlng boxes of the soÍtwre slllcon cells provlde the necessarl abstractlon

machanlsm between thc apeclal lzed slllcon deslgn efÍort and the systÈm deslgn€r.

ln the past flve years we have lndeed seen an Ênormous avolutlon of CAD tools ln the areas of

user lnterface, data base, open system archltecture, slmulatlon, tÍmlng verlÍlcatlon, testlng,

module gcneratlon, íloorplannlng and place and routê tools.

Howevar ímpresslve thls progress may be, ln a recent study [Rap86l the Íollovrlng flgures have

been complled about a typical ASIC deslgn process :

l'lanual CAD

conceptual part

verlflcatlon part

layout part
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This clearly shows that actual CAD tools have solvêd the structural and physical part of the

design process but unfortunately leave the comeptual part of the design process untouched.

This lattar part involves the bthavloral decomposltlon of a system specificatlon into

structure i.e. the interconnectlon of the sllicon cells. Since thls problam is untouched,,

verification of the corectness of the human decompositlon steps by slmulatlon td<es too many

human and computer resources.

Asecond obserïatlon ln the world of ASICs is the trend elther to hlgher system complexlty or

hlgher performance. Flg. I shows the appllcatlon areas of progranmable logic components and

actual standard cell and gate arays ln a clock frequency vs. complexlty plane. As stated above

these technlques wlll contlnue to serve the glue loglc maket. Hoytever the challengeof the

comlng I 0 years ls most probably ln the area of perceptual electronlcs, whlch can roughly be
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defined as real tlme comínunicatlon vÍith man tr machines of sound (voice, mrsic) and image

information. This will especially be carsed by the wideband lSON'wiring" of homes openlng an

enormous martet of sophlsticated home electronics. Systems ln that area are no longer slrnple

loglc ocntrol circults but involye the reallzatlon of sophlsticatcd rcal tlme dlgital stgnal

processing algorlthms ln silicon.
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Fig. I Fi9.2

Referrlng to Flg. I such systeÍns on a chlp art elther hlghly complex algorlthms ln Èhe audlo

spectrum or hlgh performarce vldeo and imagc processlng slsteÍns of lowel complexity. Since

thcy are data procersing algorithms, they requirc rtnrctured loglc and a lot of on chip

dedicated memort and thertfore can only efflclently be malized uslng para'neterlzed module

generation technlques reallzlng so called cornpl l?d cel ls.
Moreoyer, for such systems, the time to the martet is of prlme iÍnportance and, as such,

deslgn lteratlons can not be afforded.

ln view oÍ the above, future CAD systems adresslng such applicatlons should pay attentlon to the

conceptual part of CAD at th€ systcms speclílcatlon lcyel.
Very often these statements are lmmedlately assoclated to the concept of behayloral slllcon
compllatlon. Hereby the system deslgner speclíles the system in terms 0f a hlgh level

languagewhichisautomatically mappedintothehardware/firmwartofachiplayoutimage.
Manyattemptsinthlsdlrectionarcreported ISou83,Bla85],Bra85,Mar86,Ros85l.lnmostcases

however such systeíns are strongly oriented towards synthcsis of Von Neumann type of computer

architectures rather than the real time DSP algorithms disctssed above ild lack of
lnteractlvlty cares usrrally vcry lnefficlent archltectwal solutions.

l'lore efficient solutions, adresslng also more restrlctive appllcations such as dlgital fllterlng,
have recently been proposed sucfi as FIRST [Den82l startlng Írom flow graphs and CATHEDRAI-I

Ual86l stantlng dlrÊctly frrm Íllter speclÍlcatlons and lncludlng algorlthmlc optlínlzatlon
technlques.

ln thls contrlbutlon, ln sectlon 2, we flrst want to state a few g€ncral È"lnclples whlch we

belleve wlll characterlze future CAD systems for DSP ASICs .

We wlll thm descrlbe ln sectlon 3 how we have trled to reallze tlnse principles ln a prototype

CIO system called CATHEDRAL ll [Del'186] adressing tha complcx algorithm audio applicatlon

fleld. Some appllcatlon exarples are glvcn.
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2. General prÍnclples of ÍuturË CAD sïstems for DSp ASlCs.

2. I From standard cells to module gentrators and block place and route.

standard cell and gate array techniques use libraries at thÊ gate and flip-flop level. They are
malnly oriented to mndom loglc design styles and, only rtcenily, prorrision is made to include
more structurÊd logic blocks such as RAI'4, ROÈl and PLÀ When me conslders cornplete systems on
a chip thls level is too low. System designers art used to design with l'tSl/LSl buildlng blocks at
the level of lÈu, l'4PY-Acc, Rof1, RAll and even complete core microcoded processgrs. LJsually
such modules are themserves constructed from funcHonar buildrng brocks (FBB) (e.g.
adders, counters, reg, mux...). rn view of the enormous variabirity required from such a modure
library as well as due to the fast evolution of teclrnology it ia not realistic to storc fixed lryout
patterns of all instances of the modules. This then leads to cmcept of so called module
generators now belng offered by the so called .silicon 

compiler. vendors.
Referring to Flg. 2, module gcnerators are software ptucedure3 gcnërating ylËws of
instances of pararneterlzable module types by assigning actual prameters to the formal
parameter I ist of the module gernrating procedures. These procedres have been designed by the
silicon specialists ofthe foundry service.
By views, ste mean the complete characterization of an instance of a module to be used in a
system design. Thls means thai, besides the layout informailon, we also need a timlng view (in
functlon of parameters and loadlng conditions) , a functional view for RTL level simulailon and
last but not least a testing view (the latter is usually missing in the actual commercial CAD
systemsl).

llost of the module generators provide 3oÍne merns to be .technology independent. (read
within a given mask se(pence and for limited changes ln ttre spacing rules...). r.J"uaily this ig
achieved by describing layout at the tr-ansistor 'level by procedures. A disadvantage of this
technique is that lt is virtually lmpossible to guarantee cmrectness under techno.logy
changes. we beliave that, ln the futr.re, cell correctness wrder'limited technology changes and
pitch matching requirements can onry be guararteed by using symboric rayoul and
compaction techniques at the tramlstor cell level and that procedural layout at ttre cell
composition level ÍWe8 l,Six86J.

The cAD system discussed sofar corresponds to the dotted part of Fig. 2 whrch, today, is
becomingcommerclally avallabte.suchsystemsa-tstructwal lnnature.Thesystemdeslgner
conceptually deflnes hls/her system at a schemailcs edltor as an lnterconnecuon of
lnstanciated module calls (65f of the deslgn tlmel). This ls followed by lntenslve yeriÍlcation
of behavlor by slmulatlon uslng tha instanclated fmctional view of the modtrles (RTL
simulation). The appropriate views are generated by the linkcr which is a mesage passing
interïace between structural/constralnt descrlptionand the module generat0r library.
Noticethatthebold line inFig.2symbolizesthestrictsepa.ationbetweenthesystemdesign
activity and the sl licon design activlty, whlch, in view of the specialized nature of it Írrust be
left ln a reusable way to the sctrce number of sillcon speclalrsts. This is the
meet-ln-the-mlddle deBl gn methodology.

Once slmulatlon has been completed, layout can start. Layout of chlps yrlth modules generated
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by module g€nÊratom requires g€neral block place ard ro.rte systems which only recenily have
become commercially aval lable .

Fig. f shows an exanple of il artomated place and rorte of modules as generated from the
module generatr tn CATI.EDRAL il ÍStx86l.

Only after layout is complcted yye know the cortect
impact of wiring and farout delay and a full chip
timlng anàlysls will be necessary potentially leadtng
to a rrdeslgn of buffers, use oÍ other FBB's in rnodules

or eyen a complete Ed€sign of the chip. There is a

growing trend towards the use of timlng analyzers
rather than relldtce on simulation. tSzyg6,Vdf,lg6J.

However recent work indicates that extreme care must
bc taker agatnst togically impossible (false) paUrs

which can lntroduce over'ly pcssimistic results, ln

lBenBZ a solutlon to the false path problem is given.

Last but not least, and her.e is the weak spot of neanly

all commercial systems, one needs the generation of
the test patterns for the complete chip based on the
testlng vlews of the constituting Ínodules. Very lltile
wort has becn published on systemaUc ways to
asscmble complete test patterns for ASICa
based on a parameterlzed cÊll library.

Fig. 3 : Blockplace androute of
parameterized modules in CATH€DRAL ll

2.2 Towards archltecture speciflc synthesls systems

Referrlng again to Flg 2 let us now concentrate on the conccptual part oí the design process.
ln order to furthar shorten the design effort we will have to help the system designer in the
translation of the system specification into structure. lríost DSp systems adressing the zudío
and lmage processlng flelds are of an algorlthmlc nature handling synchronously generated
blocks of data (e.9. speech saÍnples, image plxels, spectral anplltude-phase pairs etc...).
ThereÍore such algorlthms, as lvÊll as thclr real ilme comtralnti, can be descrlbed by very
hlgh level lormal behrvloral languages rather than by m amblglous lnexecutable natural
language. An example wlll be glven ln secilon 3. The advantage oÍ such a descrípflon is that ít
can bc slmulated (or even better : emulated) to check the correctne3s. Once thls is done,
theoretlcally no frther simulation at lowcr leyel is required when usíng an automated
synthesls system. Thc key cAD tool therefore ls the archltectural synthcsls progr?rm.
A carefull study of the DSP appllcatlon fleld has madË us to belleve ttrat'the slllcon compller,'
wlll probably never exlst I Thls ls due to the Íact that th€ trade-oÍf between area-ilme-power
ln sl llcon as well as thê real-ilme requlrements re much more complex than the trade-ofÍs ln
BoÍtwanc compller constrvctlon. Thls ls clerly lndlcated ln Flg.4 whlch shouís that, even íor
DSP appllcatlons, nuny alternailve archltecures have to be consldered dependent 0n the

Iil!# ilr Jr





CAS SYSTEMS FOR DSP ASICs 125

complexlty ild data throughput of the algorithms considered. ThereÍore yye believe that, in the

future, a variety of yertically sllced synthesls systems will exist which potenilally will
support different deslgn styles to be comblned ln a slngle system on a chip. Exanple : aray type
processors íor front-end image processing and multiprocessor system to do the back-end
processing Df the compressed lmage data. ln the ESPRIT 97 progranr we have developed synthesis
systems íor bit-serial fílters (CATHEDRIIL l) ÍJal86l as well as a system for multlprocessor

systems (CAïI{€DRAI- ll) tDcl'ltt6l and víe a'e rrorking on a system for hlgh speed bit-panailel
concurent datapaths (CATHEDRALIII). Ultlmatêly thls wlll be extended to aÍray type concurÍeït
procassors and then an lntegration of this system ln an opcn archltecture type CAD systcm
[8108?] ls envlsíoned.

Às will be discussed in section 3

and illustrated in Flg. 2, the strong

link of a rynthesis system to thÊ

target archltecturc, requires

that the synthesis system is
driyen frorn a set of system

designer deflned rules describing

the architectural knowledge

l.e. the possible structwal
hardware compositions, the

microcode of the modules and the

rules for optimal mapping of the

typical application algorlthms on

the harrvare.

lloreover, it ls our experience that

natural intelllgcnce is stlll
beating by far artificial
lntelllgence and thereíore the key

to succes in this field iB that
succesful synthesis slstems must

ï
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depend on througrput and appllcatlon.

al low for user lnteractivity to explore and evaluate the design space for a fixed specification
ln a íast way whereby al I dctalled optlmizatlon work of thc alternatives ls t*,en care ofí by the
CAD system.

Hence the term : computer-alded-synthesis rather than sl I lcon compl lation.
lnordertom*e thesepolntsclear, wedescrlbeinsectlonl theexanpleof CAT|EDRALllasa
representatlve example of the prlnclples stated above.
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3, tui example of a conceptual CAD systcm : CATHEDRAL ll

l. I A declicated multiprocessor arthitecture

CATffiDRAL ll is a synthmis system adressing cornplex DSP algorithms in the audio spectruín.

Typical applicatlons are : modems, echo-cancellefi, digital audio, spectrum analysis, speech

processing, servo-systems, robotics (matrix calqrlations), data-compression etc... At saÍnple

rates of l 00kHz and clock rates of l 0l.'lllz a pn grammable modlle can spend l 0O cycles on the

algorithm for wordlengths varying betwem I ad 32 bits. Since most algorithms rcquire many

mone than I 00 clcles, one has to consider concurrently opcrating proccssorÍl , which in
order to keep sillcon aea reasonable havê to be dedicated to the particular algorithmic
requirements.

A careful study in the ESPRIT9T ect has shown that can be

desmibed as structurcdprognarns whereby aset of independent Íunctions execute subtasks of
the algorithm. These functiom exchange glóal variables through a synchronous protocol

Fig. 5a gives the outline of the chip architecture. Each 3ubtask is taken care of by a procÊssor

consisting of a dedicated datpath and its associated local microcoded contrDllËr. Global

variables are transferred over buffer elements executing the interlrocessor
commtnication protocol. Finally the complete processor is controlled by a master
controller íiring start afld stop conditions to the processors and their communication network.

Fig. 5b illustrates how Ëach datapath is composed of a cltnterof strongly connected execution
unlts (D{U's) such that it optlmally executes its part of the algorithm. Each D(U is a four
terminal block with two parameterizable input registerfiles with up to I registers and one 0r

two tnl-state output buffers to be connected to the customizable bus structure (max. 5

busses can run otrer the D(U bit sllce).

lnview ofthe reduction of thevariability wehave foundthat, forDSP datapaths, the folloyving

EXU's in all cases have lead to efficient realizations :

| ) General pupose tXU's : ALU-SHIFT , Adrcss Calculation Unit (ACU)

2) Accelerator ftnctlons : I'IPY-ACCumulate, DlVider, C0l"lParator, l0Rl{alizer.
The ACU unit is extremely important for DSP in view of cyclic memory tnarersals (filtering,
comclation, convolution) as well as decimation and intêrpolation. The C0MP functlon is
lmportatt ln declsion making algortttvns, The llOR'lallzer ls a fixed-point to floating point (and

vlce-versa) transformer. Thls becomes mone and more lmportant in many advanced DSP

al gorithms lnvolving matrlx cornputatlon.

Àll thest D(trs arr parameterlzable in wordlength, register-file size, l -5 busses, I -2 buffers of

different strengths, typc of a<lders, max. shiít, pipelinr in l4PV a. o.

Àccelerator functlons are used in critlcal p€rformance parts when gencral purpose parts (less

silicon) are insufficient for the job.

Fig.Sc shows the general architecture of the multibranó controller used. lt has the flexibllity
to support decision maklng as well as regular repetltlve algorlthms in an efficlent way.

Flnally buífer structurts are necessary to provlde lnterprocessor commmicatlon. ln CATHEDRAT

ll Ílrst the mlc.ocode of the processors ls scheduled independently. lÍhen the schedules of the
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proc6sors arc known one also knows the clcle numbers in a prqgram frame at which the global

variables of a processor a are pFoduced and when these variables are consumed by processor

b and whether the communication is uni- or bidirectional,

Fig.5a : examplc 0f multiprocesson architecture. Fi9.5b I slngle processor datapath exantple

TTANSFER

.ADRMEM

Sbtus-bits

CC.blts

Fig.5c : gener-al multibranch controller Fig.5d : interprocessor communication example

Bidirectional communication is possible using a switched R|l{. However, this seldom occurs

and is yery expensive in terms of decoding and ACU necessarY to control it. ln most cases Êither

a FIFO with wired polnter rcad and write adressing is much more eïficient (Fig. 5d). ln most

cases prgcessgrs are interconnected as a linear array and automated procedures have been

developed to compute the optimal skew between processoÍ:l so as to mjnimize the storage

capacity of the buffens.

It ls lmportant to notice that a very concize definition of an architecture is of

outmost importance to b? able to create a conceptual cAD system. As an example

rve nlll describe in the sequel the archltectural synthesis ptrts of CATHEDRAL ll.

3.2 A pragma based interactive sïnthesis sïstem

3-2-l : Outline of the CN) sYstem.

The architectural synthesls problem can be def lned as follows :

'Given the behavioral description of a qfichranous DSP algorithn, generate ttithin
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the trming constraints an area optimal structttrt of the datapaths, their local
controllers yith their microcode and the interprocêssor buffers using

only instances of the modules belonging to the architectu-al definitian'
Fig. 6 shows an outline of the synthesis CAD system of CATHEDRAL ll.
ln this system one can roughly distinguish the following (not entinely lndependent) parts :

-specif ication and veriíication by simulation (emulation)

-partitionlng in independent subprograms

-mapping subprograms on datapath structure and gmeration of associated microcode.

-optimization loop

-interpmcessor bufferoptimization and generation

-superyising control ler generation.

lhese different parts arc strongly lcloted to the architectural definition rnd therefore the

system described below is a rule bascd system calling procedural optimization contrcllable
by the designer by the pragma concept. We wi I I describe these parts in more detail below.

Fig. 6 : Outl ine of the synthesis CAD sfstem of CATHEDRAL I I

3-2-2 : The specification language and the pragmaconcept : SILAGE.

The specification of a DSP algorithm for CATHEDRAL I I consists of two parts :

- The íirst part describes the behavior by means of the applicative language

SILAGE lHil85l. The main idea 0fSILAGE is tocapturc the signal flow graph ofthe algDrithrn. lt
does not contain any structural information and does not enforce any degree of concurrency. lt
does not contain information about the implementation of the control flow. ln SILAGE signals

can be reals or fixed point, finite wordlength types yvhich are infinite arrays in time. Relations

between variables are expressed by explicit, time discrete simultaneous equations of which

therefore the ordering is irrelevant. Provision is made for the delay operator z-l ' o and

operators exlst Íor declmatlon and lnterpolatlon. Loops can be used as a compact notatlonal
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format but they do not imply any control floyr.
The slLAGt description 0f the algorltl'rn can be considered as a sïstem speclfica6on and should
thÊref.re be debugged and verified in a rigourous way. For the system designer, STLAGE also
seryes as the algorithm development medlum. Hance, efficient simulation or even emulation
tools are of prime importance. Therefore a STLAGE srmurator providing simuration both at
floatingpoint and fixed point precision is provided in CATHEDRAL ll.
part I tdcfine h/ num<20,0>,detinÊ al I 0.625

tunc maln0n:W) Out: num-
begin

Section2 - biquad(section I ,a2 t ,a22.b21 .b221:

_ 
3ilïlggiift{liill,iei jS,illf;?t' --'

end;
func biquad(input,al,a2,hl,b2: num) : num ,
b!gtn

State . tnput . W(bl rstateo I )-!V(b2xStateo2):
. 
rerurn . State' W(a I rtStateo I ), W(a2xStateo2);

end:

I assiqn
fl assión
fr assifin

Flg. 7 : Sllage descrlpilon oÍ a sth order pcl"t Í,ilter

Fig. 7 shows an example of a slLÀGE description of a 5th orier pol filter, This example
illustrates that SILAGE only contains behavior and does not impose any structure. ïhe structural
realization depends ertirr'ly on the compilation of srLÀGE code. ln the interactive concept of
CATHEDRAL I I however, the designer is able to enforce structural decisions at the highest level.- The second part of a description indeed contains optional directives for the
compilation. These directives are cailed pragmas, through which the designer is able to give(incomplete) structurar htnts. As is arso rndicated in Fig. i tnree types ot pragmas are provided :rPragmas for partitioning the sTLAGE functions over pr'cessonr : . biguaQpmcesso42" forces the function ' biquad" to be impremented on processor 2.xAtocaton pragmas : bl roc(ar4 3)" a'ocates 3 ALU's in the datapath.

rAsslgnment of an expression to an O(U instance :

' t essign (biquad'nput-,-,-,J.htr_),alqU. forces all multipllcailons invotving
variable bl locar to any funcuon cail or biquad. wrth frrst argumant .input, 

robe executed
on ALU instance 2.

The splitting oí the descrrption rn two pants rs of prrme rmportance, beczuse rt grves the
system designÈr the posslblllty to explore dlíferent impleÍnentailons of the sane beàavioral
description. The verification of the correctness of the behavior can br done once by the high
level slmulator whire the exproration of the desrgn space is ca'ied out by means of the pragmag
whereby the behavlor ls guaranteed to be cortct by construcilon.





130 H. DE MAN - J. RABAEY - P. SIX - L. CLAESEN

3-2-3 : The mapping problem: allocation and assignÍnent:JACILTHE-]4APPER

Once the rÍstem designer has indicated by partitioning pragmas how the SILAGE functiom arÈ to
bepartitionedintoprocessors,themapplng problemconsistsintheallocation oftheEXUsof
the datapath of each processor and the assignmcnt of the SILAGE operations to primltive
operatiDns on the3e D(Us. The latter results in a translation of the SILAGE code into a set of
unordered reglster transfer lnstructions to be nrn on the datapath hardware.

ln CATHEDRAI ll this is achieved by a rule based prograÍn called JACK-THEJ,1ÀPpER. lt uses a

mixture of automated tools and user interaction based on the pragmas in order to solve this
extremely complex optimlzation problem.

It is our experlence that a system designer has often a good lnsight in tha cornputailonal
bottlenecks Df an algorlthm. Therefore, he/stre is well capable to estimata the required amount

of p!ÍlllËlism and the accele|atiun urrits needed. The most tlme consumlng and erÍor pronë Job

is not located in the allocation task but in the optimum operator assigÍnent, the controller
generatlon, the optimlzation of rcgister usage and bus count.

First,asinanygeneral compilersïstem,inapreprocesslng step,JACKparsestheS|LAGE
description, determines the datatypes oí all signals, performs a numberof local transformations
(e,9. elimination of common subexpressions, optimal ordering of commutative operations,
function expansion etc...) and sets up the data precedence graph containing only primltlve
SILAGE operations yvhich can be executed by the EXUs. lf present, also the user defined pragmas

are read in.

The proper translation step is performed by an architecture independent expert system shell
written in PROLOG which contains architecture dependent rules. I f no pragmas are present then

JACK will always first try the cheapest sllicon anea allocation first. (Usually an ALU-ACU

solution). lf after scheduling (see 3-2-4) it is found that too many cycles are needed, (see also

Fig.6) the designer can state pragmas e.g. to add accelerator Orus to the datapath, to add

parallal D(Us or to repartition the algorithm.

Basicallythetaskthenconsistsofassignment oftheprimitiveslLAGEoperationstotheEXUs,
to define the bus structure and to assign lntermediate variables to rcgister flles and background

memory. This task can be divided lnto a tmnslation and a number of optimization subtasks.

The translatlon step transforms behavioral primitives into architectural primitives. This step is
of extreme importance since it yrill determine how efficient the architectural propeÈles are

exploited. ln order to cope with archltectural changes and expansions, this tool has to be flexible
and expandable by sïstem architects. This is the reason of the choise for a declarative rule
based system.

ïhese rules may be straightfor'ward for a simple addition on an lÈU but others are far more

compllcated e.g. rules for mlltiplicatlon (parall?1, parallel-serial, constanttariable, CgO

add-shift...) , dlvislon on DIV or ALU, algorlthmlc delays, aray- or loop operatlons, floating point

operations, decimation and interpolation etc,..

A second set of rules implements the interconnection strategy. lt generates the necessary

busses, lnput multlplexers and tnl-state output bufÍers.

ïhe current rule base contalns some I 20 rules but lt ls ln contlnuous expanslon and modlÍlcatlon
as our experlence grows. The lmplementatlon of the lnÍerence mechanlsm ls done in a
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dcmand drlven way. l.e. the mapping starts from the output oí the precedence graph and works

its way backwards, driven by the variables needed to compute the currently mapped operation.

This leads to a fast execution time which is of prime importance in an interactive CAD system.

This flexibility has led us to the development of a user-friendly knowledge acquisition Estem

to ease the introduction of new rules.

l-2-4: Scheduling and optimization : AT0l'llCS

As a result of the above described translation step, the SILAGE description has been transformed

into a datapath structure and a register transfer (RT) description of th? algorithm

tn cÀTHEDRAL ll the RT-language produced by JACK has a form which relates directly to the

architecture. As seen in the example statement below, in a first part (before the I separator)

the (condttional) ttatsfer of variables betwern registers is given while the second part

describes the tXU type on which the operation is executed, the mode (symbolic microcode ) of

the EXU, and the bus-mux on which the transfer takes place :

iÍ c then s : regl <- a : re92, b : re93 I alu' add, bus2's, muxl' bus2;

tn the RT description, no timing is assigned to the operations and a number of the ha'dware

assignments (e.g. the binding of an operation to a particular ALU instance ) are also left open. As

aresultsti'llanumberof procedural optimization taskshavetobeperformedwhichcanbe

summari?ed as follows :

-find the optimal ordering oí RT-operations on the time axis such that the execution

oÍ the algorithm takes a minimum number of cYcles (scheduling ).

-bind the undefined assignments so that thc allocated hardware is used in an optimal

way (best load balancing leading to minimum numberof clcles)

-register binding and bus merging : during mapping each intermediate variable

has been assigned to a register ln the EXU register files and each tramfer is originally executed

over its own bus.gbviously not every variable needs to be stored in a register location during a

completeprggramexecution(Írame). lnalifetime analysis theminimumnumberof register

is searched to store al I variables during the minimum timB they are needed during a frame.

Bus merging similarly consists in a reduction of the number of busses by reusing them for

dlfferent transfers durlng a frame. Àltematively one can also exchange a number of cycles to

obtainaÍnaximummerger of bu3ses,whichof cowsewillrequirearescheduling of theRTs.

A very powerful heuristic optimizer-scheduler program AT0l'1lcs ÍGoo87l has been developed

capable of schedul ing repetitive progmms with nested loops taking l/0 coffitraints into account

tvery RT staternent can be considered as a node in a graph. The statement is executed 0n a

potentially to be assigned EXU under a required mode of operation. lf the statement is

conditional then the condition is computed from status bits in the datapath which havË to pass

through the controller plpel lne before the condltlon bit ls coínputed.

schedullngcanthenbestatedasflndlngalevel labellng oÍthenodeslnthegraphsuchthat:
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-the nuÍnber of labels (potertials) is mlnimal and :

-the prtcedence ralations are respected and

-there are no rcsource allocation conflicts : i.e. no two dlfferent modes of an EXU are

scheduled in thÈ same potential (hav? th? same label ) and

-the controller pipeline- and the l/O-timing constraints art satisfied.

should be noted that scheduling is an N-P complete hrd problem due to the occurrence of

resoLrce allocatlon conflicts. ln AT0l'4lCS, techniques simllar to the ones used in opemtions

research have been ad4ted to the problem of nested repetitive programs. Due to the heuristic

naturc Df the problem only near optimal so'lutions are obtained. However extensive

investigations have shown that in near'ly al I cases either optimal or very near optimal solutions

have been obtained. For more details see [Goo87].

3-2-5 : controller generation and interprocessor communication

once schedul ing, register optimization and bus merging have been done, we know the sequence of

synbolic microcode. lt is then a simple task to translate the slmbolic microcode into a

symbolic state diagram which is basically a large symbolic case statement.

Then, after state assignment and using the boolcan microcode of each EXU we can translate

the state diagram into the PLA plan$ and the microcode R0l'l content of the processor

controllem. The layout of these elements is obtained using the PLASCO [Bar85] environment.

Finally, it is then possible to synthesize the interprocessor conmunication hardware and to

derive the structure and conteilts of the central controller.

The tasks of this tool, which is currently under development, are to select the cheapest

communlcation protocol(FlF0, RAl1 with single or double bufíering), to dimension the buffer

arrays and to determine the exact timing of the needed contrnl signals. lt must be mentioned

that the selection 0f a cedain protocol can result in a number of extra constraints on the

proc$sot timing or hardware, so that a reiteration on the proces3or synthesis process may be

necËssary.

3.4 Application examples

l. The PCI'I filter

As an illustratlon of CATIEDRAL ll we synthesize the PO1 filter rhscribed in the SILAGE code in

Ftg. 7. ln a flrst attempt, a single ALU implementatlon is attomatlcally generated by JACK lt is
shown ln Flg. 8a. lt consists oí a RAi'l for l/0 , one lÈU to perform all arithmetlc operations and

one R0t1 (mructrl) formlng th€ link to the controller over which immediate adrcsses can be

fetched. (Note that the multlpllcatlons wlth constants have been expanded automatlcally ln a

mlnlmal number of add-shlíts on tlÊ ALU). ln thls Íirst solutlon, the number of machlne cycles

found by ATot'llCS is 36. This is the fastest possible executlon time uslng the minimum number
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of 0ilJs. However, wheÍl wing the bus merging algDrithm vte get after ca. I minute of cPu

(Apollo DNJ000) a new solutlon as in Fig. 8b where all busses have been merged into a single one

at the expense of thrce additional cycles {39)'

-r:àt I

Flg. 8a. I lÈU- 4bussoluttur(36cycles) Fig. 8b. I Al-u- I bus(btrsmerger, J9clcles)

fr
Flg. 8c. ALU+4PYsolutlonpragma(lScycles) Flg. 8d. Repartitloningover3Êrl-us(20cycles)

Fig. 9a. Generated layout of Fig. 8b Flg. 9b. Layottt of Ftg. 8d.

When the deslgner is satlsfled wlth thls result he/she can call the module gcnerators through

the linker envlroÍrnent to gcnerate the necessry lnstances of the modules, which then can be

interactively Dr automatically placed and routed Dn the floorplaÍning tool. For the single bus

I
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solutlon, the floorplar ls shown in Flg. 9a, The area of the fllter is 6.7 mnÊ in a 2.5 pm cl-lOs
dolÈle metal process.

0n the other hand if the speed is not sufficient the rhsigrrer can quickly generate new solutions
by addlng pragmas to the origlnal SILAGE description. ïhe pragrna:

pragma .'assign 1_x_,mult,l )"
states that al I multiplications should t*e place on a single multiplier. The solution is shown in
Ftg. 8c ahows the ncw datapath (5 min cpu). ÀTs4lcs shows that it executes in I g rycles which
ls &out trllcÈ as fast a3 the orig.inal solution.
Finally Fig. 8d shows the result of a rcparfitioning pragma as given with Fig. 7. Hereby the
deslgner assigns one Êrl-u per filter sccilon which leads to a 20 cycle solution. Fig. 9b gives the
layout aften modul? generation and placa and route.
Notlce from thic example how such a synthesis sysl.em allows for a vëry rapld scàn through the
design space since, in manual design, each debuggcd microcode redesign costs about one rreek 0f
effort lnstead of ca. 5 min. CPU in CATHDEDRAL I L

2. Adaptive interpolator for compact disc error correction

To demonstrate a somewhat more representative exanple for the complexity of algorithms that
can be handled in CÀTHEDRÀL ll, the example of an adaptive interpolator for the correctign of
burst errors in canpact discs ÍVelSll will be discussed. The algorittrm includes the computation
of a 5l2r5l2 correlation matrix, the invercion of a 5lr5l roeplitz matrix using the
Levinson-Durbin algorithm, the computatlon of the interpolation coefficlÊnts md the inversion
of a ful I I 6* | 6 matrix. I nitial ly, a four processors solution was tried. A study of the complexity
of the processors and the amount of interprocessor memory requirements shoyred however
qulckly that a single processor with a complex datapath as shown in Fig, I 0 was preferrable.

8!sl
8us2

B{s3

B us'l

BusS

Flg. 10. singleprocessorsolutlonforadaptiveinterpolator.Allo(usexceptc0l,tpareused.

The AïOt1lcs schêduling of the RT description reveals that the cornplete algorithm can be
executed ln 77000 cycles on this datapath. This easl ly f its into the al lotted time frame of I 1.6

msec. This exarple shows clearly the power of conceptual cÀD at the archltectural level.
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4. Conclusions

We believe that, due to the the evolution towards micron technology and the abundance of

system level designers, future ASIC design will move to complete perceptual electronics
systems 0n a chip. However, due to the scarcity of silicon level designers silicon in ASICS must

be reusable and must provide modules at the EXU level. This will inevitably lead to the
'meet-in-the-middle' design concept. Since alreàdy today good solutions for strrctural design
at the block place-and-route level do exist, the bottleneck is at the conceptual design
lËvel.

ln this paper vre have introduced the principles of such sïstem and we have il lustrated it on the
hand of the prototype CÀD slstem CÀTHEDRAL I I for the design of complex DSP systems in the

audio spectrum. Víe have demonstrated the necessity of the existence of a number of such systes

each adressing its uwr application Iield by an approprlate flexlble but conclzc
archltectural definition supported by poweríul, technologry Wdatable module generatoÉ.
It is our belieye that for the wide class of sTnchronous machines it rnrst be possible to design

an architecture independent expert system shell whereby the particular architectural features
are added as declarative knowledge. This leads to the fact that futweASlC CAD will consist
of a software shell rrrhereby the competition betwcen system houses will be back where it
always belonged in electronics: system and anchitectural knowledge as the key to the
future l.

It is also our experience that the way to optimally exploit it can not be programmed very well
into CAD systems but we have seen that slstem designers prefer the pragma based

interactive idea far above automated synthesis systems on which they have no impact if they
don't like the solution. The time savings really comes from the p0ssibility to quickly evaluate

the qual ity 0f design alternatives whereby the difficult bookkeeping and optimization tasks are

taken care of by the CAD system.

Víe must realize that we are only in the beginning of this era. lndeed a lot of work will be

necessary to adress the problem of high performance video- and image processing systems, the
analog interfaces, automated synthesis of asynchronous communication and insuring t$tability
of compiled silicon.

Last but not least we have to mention the problem of proyiding real time emulation capability
to system designers using a high level specification language.

It is our experience that in the DSP area system designers want to experiment, if possible, in
real time with their algorlthms. Simulation on a traditional wor*station is very arvkwardslnce
reasonable test cases involvemillions of samples. How this problem must be solved is still an

open question which will depend strongly on the availability of powerful audio and video
proce$oB ríhich can be assembled into .general' purpose programmable multiprocessor

systems onto which a specification language such as SILAGE can be scheduled, perhaps in much

the same way as it is now scheduled onto a dedicated architecture.
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