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Abstract—With the design of data communications in mind,
3GPP LTE-advanced (LTE-A) is probably the most promising
technology for Internet of Things (IoT). For IoT applications,
continuous low-rate streaming data may be reported from devices
over a long period of time, imposing stringent requirements on
power saving. To manage power consumption, 3GPP LTE-A has
defined the discontinuous reception/transmission (DRX/DTX)
mechanism to allow devices to turn off their radio interfaces and
go to sleep in various patterns. Existing literature has paid much
attention to evaluate the performance of DRX/DTX; however, how
to tune DRX/DTX parameters to optimize energy cost is still left
open. This paper addresses the DRX/DTX optimization, by asking
how to maximize the sleep periods of devices while guarantee
their quality-of-service (QoS), especially on the aspects of traffic
bit-rate, packet delay, and packet loss rate in IoT applications.
Efficient schemes to optimize DRX/DTX parameters and schedule
devices’ packets with the base station are proposed. The key idea
of our schemes is to balance the impacts between QoS parameters
and DRX/DTX configurations. Simulation results show that our
schemes can guarantee traffic bit-rate, packet delay, and packet
loss rate while save energy of user equipments .

Index Terms—Discontinuous reception/transmission (DRX/
DTX), internet of things (IoT), long term evolution-advanced
(LTE-advanced), power saving, quality of service, sleep sched-
uling.

I. INTRODUCTION

I NTERNET of THINGS (IoT) is a general idea to integrate
numerous devices or machines with the Internet. For IoT

applications, such as video surveillance [1] and smart metering
[2], devices need to report various events and streaming data
to a central server over a long period of time in an efficient
and robust way. Thus, the 3GPP LTE-advanced (LTE-A), which
is designed with wireless data communications in mind, is the
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most promising technology for IoT applications. To accommo-
date various streaming data of IoT applications, the LTE-A stan-
dard has defined several quality-of-service (QoS) classes for dif-
ferent traffic characteristics on the aspects of traffic bit-rate, tol-
erable delay, and packet loss rate [3]–[5]. On the other hand,
since IoT devices need to continuously report data over a long
period of time, the requirements on power saving are more strin-
gent. To save the energy of devices [also called user equip-
ments (UEs)], the LTE-A standard has defined the discontin-
uous reception/transmission (DRX/DTX) mechanism to allow
devices to turn off their radio interfaces and go to sleep when
no data needs to be received or transmitted from/to the base
station [also called evolved Node B (eNB)]. The key property
of the DRX/DTX mechanism is to work in coordination with
an eNB and its UEs and regulate UEs to wake up periodically
to receive/transmit data from/to the eNB. Then, UEs can turn
off their wireless transceivers during the non-wake-up period to
save energy. Particularly, each UE adopts a specific timer to pro-
long its wake-up period whenever it sees the data coming before
the timer expires. Thus, some data posing unexpected delay can
still be received/transmitted after the regular wake-up periods.
However, how to tune DRX/DTX parameters to minimize UEs’
energy costs is still left as an open issue in LTE-A.
In this paper, we address the DRX optimization problem1

with the consideration of UEs’ QoS requirements. The objec-
tive is to maximize UEs’ sleep periods (i.e., non-wake-up pe-
riods) to save their energy while satisfy their QoS requirements
in terms of traffic bit-rate, packet delay, and packet loss rate.
We propose an efficient sleep scheduling scheme and a packet
scheduling method to tackle this problem. The key idea of these
schemes is to balance the impacts between QoS parameters and
DRX configurations.
Major contributions of this paper are three-fold. First, this is

the first work to address the joint optimization on energy saving
and QoS guarantee for IoT applications in the 3GPP LTE-A net-
work. In addition to the generic traffic features, the extra packet
delay posed by IoT devices is also considered. Second, we de-
velop an efficient sleep scheduling scheme to optimize the DRX
mechanism which can fit all the packet delay probability models
and effectively mitigate the packet loss issue and guarantee the
traffic bit-rate requirements of IoT applications. In addition, a
DRX-aware packet scheduling scheme is also proposed to well
cooperate with the proposed sleep scheme to improve the perfor-
mance on energy saving and QoS satisfaction. Extensive simu-
lations show that our schemes can satisfy UEs’ QoSwhile incur-

1The DTX optimization problem is similar to the DRX problem.
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TABLE I
STANDARDIZED QCI CHARACTERISTICS IN LTE-A

ring lower energy consumption as compared to existing results.
Third, through the simulation results, we give a constructive
summary to conclude the limitation of the current DRX mecha-
nism in the standard for IoT applications and provide some sug-
gestions for the devolvement of future standard.
The rest of this paper is organized as follows. Related work

is discussed in Section II. Preliminaries are given in Section III.
Section IV presents our schemes. Extensive simulation results
are given in Section V. Conclusions are drawn in Section VI.

II. RELATED WORK

In the literature, performance analyses of the DRX mech-
anism in LTE-A networks are conducted in [6]–[10], which
all show that enabling DRX can significantly save UEs’ en-
ergy. Reference [11] uses hierarchical cascaded power gating
and multi-level clock gating to reduce the power consumption
at the physical layer in DRX cycles. Reference [12] proposes a
“light sleep” approach to turn off UEs’ power amplifiers to fur-
ther reduce the consumed power in wake-up periods. In [13],
a packet scheduling scheme is proposed for the eNB which
prefers allocating resource to the UE whose “inactivity” timer
is going to expire first. Thus, the selected UE is more likely to
catch packets in time before sleeping, thus reducing its packet
loss rate. To reduce UEs’ power cost, [14] tries to derive the op-
timal number of active slots in a frame according to the physical
structure when DRX operates. However, these studies [11]–[14]
neglect the coordination between various traffic characteristics
and DRX configurations. Reference [15] proposes a dynamic
DRX scheme which continuously lengthens the DRX cycle and
inactivity timer if no data needs to be received by UEs. How-
ever, it costs a large amount of signaling overheads to nego-
tiate these adjustments between the eNB and UEs. Reference
[16] proposes an autonomous scheme incurring low signaling
overheads which can adaptively adjust DRX cycles to capture
the UE’s incoming traffic characteristic to improve energy effi-
ciency. In [17], the channel quality identifier (CQI) is consid-
ered to adjust the DRX inactivity timer for UEs with different
CQIs to improve system utility. However, both [16] and [17]
do not consider the higher-level QoS features such as the traffic
bit-rate and packet loss rate, which are mandatory in LTE-A net-
work. These observations motivate us to address the DRX opti-
mization problem.

III. PRELIMINARIES

In this section, we first introduce the QoS features designed
in the LTE-A. Then, we describe the operation of the DRX

mechanism. Finally, we formally define our DRX optimization
problem.

A. QoS in LTE-A

In the LTE-A network, there are two types of flows:
• guaranteed-bit-rate (GBR);
• non-guaranteed-bit-rate (non-GBR).

A GBR flow can support real-time services, such as conversa-
tional voice, video, and gaming applications, while a non-GBR
flow can support non-real-time services, such as IMS signaling
and TCP-based applications [18]. A GBR flow is associated
with some QoS parameters such as guaranteed-bit-rate and
maximum-bit-rate. The former is the minimum reserved traffic
rate (bits/s) guaranteed by the eNB. The latter is the maximum
sustained traffic rate (bits/s) that the flow can not exceed.
All non-GBR flows share a common QoS parameter: aggre-
gate-maximum-bit-rate, which is the amount of traffic rate
(bits/s) shared by all non-GBR flows of a UE. In addition, each
flow (including GBR and non-GBR flows) is further associated
with a QoS profile including:
• QoS class identifier;
• packet delay budget;
• packet loss rate.

The QoS class identifier (QCI) is a scalar identifier to describe
the traffic characteristics in terms of packet delay budget and
packet loss rate. The packet delay budget is the maximum
waiting time (in milliseconds) that a packet delivered from the
eNB to the UE. The packet loss rate is the probability that a
packet arrives at the eNB but is not received by the UE. This
may happen when a buffered packet passes its delay budget.
Here, we also investigate the impact of service-request-re-
sponse (SRS) time (in milliseconds) for non-GBR flows. The
SRS is the maximum waiting time for the service request
of the applications to be delivered from the UE to the eNB.
Usually, SRS time is lager than the packet delay budget. Table I
summarizes the QoS characteristics in LTE-A.

B. Discontinuous Reception (DRX) Mechanism

In LTE-A, the DRX mechanism is managed by the radio re-
source control (RRC). An eNB can initiate the DRXmechanism
by sending a command MAC control element to a UE [19]. The
DRX configurations are UE-specific. Each UE has its own con-
figurations which are determined by the eNB.
When DRX is enabled, a UE wakes up and sleeps with spe-

cific patterns, as shown in Fig. 1. The basic unit of wake-up
and sleeping durations is a subframe (i.e., 1 ms). When the
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Fig. 1. Overview of the DRX operation.

TABLE II
SUMMARY OF THE DRX PARAMETERS

DRX mechanism is activated, there are six parameters to be
specified for each UE: 1) shortDRX-Cycle, 2) on-duration, 3)
drxStartOffset, 4) drx-InactivityTimer, 5) longDRX-Cycle, and
6) drxShortCycleTimer. The shortDRX-Cycle and longDRX-
Cycle are the basic operation periods (in subframes) that the UE
performs wake-up and sleep operations. Usually, the length of
longDRX-Cycle is a multiple of the length of shortDRX-Cycle.
The on-duration is an interval (in subframes) in a cycle that
the UE has to stay awake. During the wake-up period, the UE
will monitor whether or not there is a physical downlink con-
trol channel (PDCCH) delivered from the eNB to indicate any
downlink transmission to it. The drxStartOffset indicates the
subframe where the first on-duration starts. The drx-Inactivi-
tyTimer is used for extending the wake-up period of the UE
when finds any PDCCH delivered to it. Before drx-Inactivi-
tyTimer expires, if the UE monitors a new PDCCH from the
eNB, the drx-InactivityTimer resets and restarts to count down
again. Once the drx-InactivityTimer expires, the UE will start
drxShortCycleTimer and go to sleep (by turning off its inter-
face). During the UE’s sleep period, all data for the UE will
be buffered in the eNB until the next on-duration comes. If no
PDCCH is monitored by the UE during several shortDRX-Cy-
cles, the drxShortCycleTimer will expire. Once the drxShortCy-
cleTimer expires, the shortDRX-Cycle ends and the longDRX-
Cycle follows. During the longDRX-Cycle, the UE behaves
similarly as it works in the shortDRX-Cycle. Once the UEmoni-
tors the PDCCH, it terminates the longDRX-Cycle and starts the
shortDRX-Cycle again. The DRX parameters are summarized
in Table II.
We observe that the DRX configurations, QoS requirements,

and power constraints of a UE are tightly coupled with each
other. For example, a shorter shortDRX-Cycle can reduce a
UE’s packet delay but decrease its sleep period. Also, a UE with
a longer on-duration can enjoy a higher traffic bit-rate but it in-
curs higher power cost to the UE. Further, a UE with a larger
drx-InactivityTimer can catch more packets to reduce the packet
loss rate. However, it decreases the UE’s sleep periods. Finally,

a shorter longDRX-Cycle can reduce the SRS time of a UE but
reduce its sleep period. Therefore, how to configure DRX pa-
rameters is a critical problem.

C. The DRX Optimization Problem

We consider the downlink transmissions of an eNB serving
UEs under time division duplex (TDD) mode2. Each

, has admitted GBR flows and
non-GBR flows, and each GBR flow has a guaranteed-bit-rate

(bits/s) and all non-GBR flows share an aggregate-max-
imum-bit-rate (bits/s). For each flow (including GBR
and non-GBR flows), it has a QoS profile in terms of packet
delay budget (ms) and allowable packet loss rate .
The packet size of a flow may vary over time due to its IoT
application. We assume that the packet size ranges from
to (bits/packet). The expected inter-arrival time of the
packets of flow is ms. In addition, each non-GBR flow
has a service-request-response time (ms) based on its IoT
application, which is larger than its packet delay budget, i.e.,

. In this paper, we assume that each packet of flow
of UE has a remaining packet delay budget when
being processed by our scheduler, where has a probability
mass function . The extra delay of may be incurred
by networks’ latency (in the case of downlink transmissions)
or stream processing, compressing, coding, or packing latency
(in the case of uplink transmissions). In each subframe, the
basic allocation unit for a UE is a resource block (RB). Suppose
that there are RBs in a subframe. Note that the UE with a
higher channel quality can receive more data bits in a RB. Let
(bits/RB) be UE ’s channel rate which may vary over time

and be measured during its wake-up period. We assume that
ranges from to (bits/RB). The DRX optimization
problem asks how to schedule resources and optimize the
DRX parameters of each , including the on-duration ,
drxStartOffset , shortDRX-cycle , longDRX-cycle

2The uplink transmissions are similar to the downlink ones.
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, drx-InactivityTimer , and drxShortCycleTimer
such that the QoS requirements of (i.e., , and

) can be met while the sum of sleep periods of all UEs can
be maximized.

IV. PROPOSED SCHEME

In this section, we present our three-stage (TS) scheme to
the DRX optimization problem. Once the parameters (i.e.,

) of each are determined, they will
be sent to each UE. On the other hand, a packet scheduling is
proposed for the eNB to cooperate with UEs. Our TS scheme
maintains three key properties to reduce UEs’ wake-up periods.
First, we make all ’s DRX cycle be an integer multiple
of others’. This reduces UEs’ unnecessary wake-up periods
incurred by resource competition. Second, we also optimize
the drx-InactivityTimer (we use “InactivityTimer” for short)
and help UEs to catch the packets posing unexpected delays
and thus to meet their delay budgets. Third, we allow UEs to
go to “deep” sleep when their service-request-response times
are not violated. As the results, our scheme can save significant
energy and is quite suitable for IoT applications. The details of
the scheme are described as follows.

A. Stage 1: Determining and

To decide of each , we first find the
strictest delay budget of each (denoted as )

(1)

Without loss of generality, let .
Let . We determine , as follows:

(2)

Equation (2) implies that for all flow in be-
cause . Since all flows’ packets of are
served with a cycle , this guarantees that all packets will meet
their delay budgets. Also note that (2) ensures to be an in-
teger multiple of for . This can help UEs to
interleave their wake-up periods and avoid the competition for
resources among UEs. Here, is the basic cycle and the allo-
cation pattern will repeat after basic cycles due to our
arrangement (this will be clear later on).
To decide of each , we first find the

strictest service-request-response time, denoted as , among
all non-GBR flows in

(3)

Since the size of longDRX-Cycle of should be an in-
teger multiple of the size of its shortDRX-cycle , and
must be less than or equal to , we set , as
follows:

(4)

Note that (4) implies that for all non-GBR
flow . Therefore, once a service request arrives in a
long cycle , it can guarantee the request to be served within

. Therefore, the service response time of all non-GBR
flows in can be met.

B. Stage 2: Determining , and

To determine the on-duration of each ,
we first calculate the sum of the maximum packet sizes of the
flows in , whose delay budget is equal to its shortDRX-
Cycle length , i.e., . Then, is
set as follows:

(5)

We can see that by reserving subframes as ’s on-duration,
the most urgent packet of flow is able to be served during the
shortDRX-Cycle.Here, themost urgent packet is the packetwith
the delay budget equal to and arrives at the beginning of the
shortDRX-Cycle. This packet has to be received by before
the cycle ends; otherwise, it will be dropped. Note that (5) also
implies that uses the least numberofnecessarywake-up sub-
frames by reserving necessary resource for urgent packets only,
which can reduce the periodic wake-up periods of UEs.
For determining the InactivityTimer of each

, we first model the expected packet loss rate, denoted
by , for flow in by making use of its packet delay
probability . Then, a temporal InactivityTimer for each
flow is chosen to satisfy the flow’s packet loss rate. Finally, the
best InactivityTimer is determined for to meet all its flows’
packet loss rate. The detail of the procedure is described as fol-
lows.
• Let be the number of packets of flow that should arrive
during ms (thus, ). Each
packet may pose delay ms,

(we regard a packet to be lost if it is delayed
over ms). Let be the subframe number that packet
arrives to the eNB and can be served by the eNB. Without
loss of generality, we regard the first subframe after ’s
first on-duration ends as the subframe number 1. So we
have

(6)

where is the expected subframe number of the first
arrived packet of flow after ’s first on-duration ends
and is the expected packet inter-arrival time of flow .
Note that is the expected latency
for serving a packet of flow through the network band-
width shared by all UEs in the network, where

is the average number
of RBs to serve a packet of flow in and is the
average number of available RBs that can allocate to the
packet per subframe defined by

(7)
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Note that the first part of (7) is the average number of avail-
able RBs per subframe for flow and is the ad-
mitted bit-rate of flow

Then, the expected packet loss rate with the tem-
poral InactivityTimer of flow in can be expressed
as follows:

where and are the probability and the
packet loss ratio function of the packet delay distribution

such that

(9)

and

(10)

where

(11)

and

(12)

In (10), the denominator is the total number of arrival
packets during the delay budget and the numerator is the
number of packets failed to be received by due to
the expiration of InactivityTimer . In addition, [in
(10) and (11)] is an indicator that returns 1 if the arrival
of packet can be received by ’s on-duration of the
cycle; otherwise, it returns 0. Term [in (10) and (12)] is
also an indicator that returns 1 if the arrival of packet can
be received by the InactivityTimer; otherwise, it returns 0.
Note that [in (11) and (12)] is used to evaluate the
waiting time if packet is received until the next on-du-
ration of , i.e.,

. Term in (12) is the interval between the
arrivals of packet and packet , where packet satisfies

and is successfully received by the on-duration or
InactivityTimer of , i.e.,

(13)

Thus, it implies that once packet arrives at the subframe
nearby that of packet which is received successfully by

the UE’s on-duration or the InactivityTimer, the packet
can also be received by through the extended Inactiv-
ityTimer triggered by packet .

• Then, we choose a temporal InactivityTimer to meet
the required packet loss rate of flow , i.e.,

(14)

Note that a shorter InactivityTimer can potentially re-
duce the wake-up period of the UE when the required
packet loss rates are the same.

• Finally, the best InactivityTimer is chosen for so
as to satisfy the packet loss rate of all the flows in :

(15)

Note that to speed up the calculation of the best Inactivi-
tyTimer for UEs, we can use a larger unit (in mil-
liseconds) for packet delay budget, InactivityTimer, and
cycle length, thus the expected packet loss rate incurred
by the temporal InactivityTimer can be rewritten as

. This can significantly reduce the computational
cost. In addition, because the best temporal Inactivity-
Timers of the flows are the same if the flows are with the
same traffic characteristics (i.e., packet inter-arrival time,
packets loss rate, packet delay budget, and packet delay
distribution), we can record these information and corre-
sponding best InactivityTimers for further accelerating the
computation.

For determining of each , we set
% ,

where is the subframe number to trigger drxShortCycle-
Timer. Here, depending on the applications behavior, if no
packet arrives over the maximal service request-time, i.e.,

, it has a higher probability that
there will be no packet arrival later. This feature can be used
for the UE to go to deep sleep for further conserving energy.

C. Stage 3: Determining

To determine of each , we first define
the “crowded” degree for each cycle. Then, we recursively as-
sign each UE a less crowded cycle in which the UE starts its
DRX operation to avoid resource contention. Finally, for each
cycle, to mitigate the resource competition among UEs, we dis-
perse these UEs by assigning different drxStartOffsets (we use
“startoffsets” for short) in the cycle, thus reducing unnecessary
wake-up periods of the UEs. The detail of the procedure is de-
scribed as follows.
• First, let be the first available subframe in each cycle

. Initially, set . Then, we
define the “crowded” degree for cycle as the total
amount of the resident UEs’ least wake-up time, where
the least wake-up time of in each shortDRX-Cycle
is . Initially, set .

• Second, we recursively assign each a temporal
startoffset , which is composed of two parameters,

and , where is ’s resident cycle
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TABLE III
CHANNEL QUALITY IDENTIFIER (CQI) SUPPORTED IN LTE-A NETWORKS [20]

and is the startoffset in the th cycle, i.e.,
. For , we

choose the cycle which is with the smallest
among the first cycle. Then, we give a
temporal startoffset by assigning and

and update . For
, we repeatedly update

due
to its cyclic feature. Finally, update for each of these
updated cycles accordingly.

• Third, based on the results of previous step, we proportion-
ally redistribute the drxStartOffset for each . First,
we derive . Then, we as-
sign each ’s according to the ratio such
that .

D. Packet Scheduling at the eNB

At the eNB, we design a DRX-aware scheduling scheme to
cooperate with the proposed TS scheme. This scheduler will
keep aware of UEs’ DRX operations and maintain a additional
virtual queue for each UE to collect the packets which will be
due before its current cycle ends. Specifically, when allocating
data in a subframe, the eNB will allocate stringent data first. A
packet is considered stringent if it is in the virtual queue and will
be dropped in the next subframe. Also, for those UEs whose
InactivityTimers will expire at the next subframe, our packet
scheduler will allocate them one RB if their virtual queues are
not empty. Finally, the remaining RBs of the subframe will be
allocated to the UEs with buffered data and are with higher
channel rate as compared to their average channel rates to im-
prove transmission efficiency.

E. Time Complexity Analysis

We analyze the time complexity of the proposed TS
scheme as follows. In the stage one, it costs
to find the strictest delay for and costs
to sort all UEs’ strictest delays. Then, to determine UEs’
shortDRX-Cycle lengths costs . Similarly, it costs

to find the strictest SRS time for each . Then,
to determine UEs’ longDRX-Cycle lengths costs .
Let ) be the total number of
flows in the network and thus the stage one totally costs

.
In the stage two, to sum up the maximum packet size of ’s

flows costs . Thus, all UEs cost to determine
all their on-duration lengths. Next, it costs

to calculate the expected packet loss rate for each flow be-
cause flow has delay distributions, where
is the unit to speed up the calculation for expected packet loss
rates and each distribution costs to calculate the value of

. Because the network has flows, each flow costs
at most ) times to derive its expected
packet loss rate to find the best InactivityTimer. Thus, all UEs
costs to find their best Inactivi-
tyTimers to satisfy their target packet loss rates. Finally, it costs

to determine the drxShortCycleTimer for all UEs. Thus,
the stage two totally costs

.
In the stage three, for each UE, it costs to

choose the least crowded cycle among cycles and
costs when updating the crowded degrees of all
cycles. Since we have UEs, it costs to
determine the cycle where each UE starts its DRX operation.
Finally, to proportionally redistribute UEs’ startoffsets over

cycles costs . Thus, the stage
three totally costs

).
Therefore, the time complexity of the TS scheme incurred by

the three stages is
. We should note that

the terms , and are very small
constant values as compared to (i.e., , and

) and the total number of flows is usually
constant times of (i.e., ).
On the other hand, for the proposed packet scheduling

scheme, it costs to find the stringent data among
flows, where each flow cumulates at most packets in each
subframe. Next, it totally costs to allocate one RB to the
UEs whose InactivityTimers will expire in the next subframe.
Finally, it costs to sort UEs according to the
designate priority. Thus, the DRX-aware scheduling scheme
totally costs
due to and .

V. PERFORMANCE EVALUATION

In the section, we present our simulation results to verify the
effectiveness of the proposed scheme. We develop a simulator
in JAVA language. The system parameters of the simulator are
listed below. The frame duration is 10 ms. The channel band-
width is 10 MHz. Thus, we have RBs in each sub-
frame. Fifteen channel qualities are adopted in the simulation,
as shown in Table III. Six types of applications are considered
in the simulation. The QoS parameters of these applications
are shown in Table IV. We also consider three types of UEs
which adopt different applications. The first type of UEs adopts
only one GBR flow. The second type of UEs adopts only one
non-GBR flow. The third type of UEs adopts both one GBR and
one non-GBR flows. The number of these three types of UEs are



LIANG et al.: AN ENERGY-EFFICIENT SLEEP SCHEDULING WITH QOS CONSIDERATION 19

TABLE IV
TRAFFIC ADOPTED IN THE SIMULATION [21]–[24]

the same. The packet delay is modeled by the normal distribu-
tion with a mean of 0 and a standard deviation of 0.2 times of a
flow’s delay budget. The channel quality of each UE will vary
over time. We generate the channel condition randomly in each
subframe for each UE from Table III. Note that the unit to cal-
culate the InactivityTimer for our scheme is and the basic
cycle is .
We compare our scheme against the Counter-Driven DRX

(CDD) scheme [16] and the Multiple-Threshold DRX (MTD)
scheme [17], which are the most relative schemes to the topic
of this paper. The rationale of CDD scheme is to dynamically
adjust each UE’s cycle length to capture the UE’s incoming
traffic to improve energy efficiency and data receiving latency.
The rationale of MTD scheme is to dynamically adjust each
UE’s InactivityTimer to accommodate different CQIs that the
UE perceives to maintain energy efficiency while increasing the
traffic rate satisfaction. Specifically, the CDD scheme adjusts
each UE’s cycle length based on two predefined counters and
two thresholds. Thus, if the UE consecutively wakes up but does
not receive the data delivered from the eNB, the first counter of
the UE is increased. Otherwise, the UE resets its first counter.
Once the UE’s first counter reaches the predefined threshold

, the UE enlarges its cycle length to improve its sleep ef-
ficiency because the incoming traffic for the UE seems sparse.
Contrarily, if the UE consecutively wakes up and receives the
data from the eNB, the second counter of the UE is increased.
Otherwise, the UE resets its second counter. Once the second
counter reaches the predefined threshold , the UE decreases
its cycle length to reduce the packet receiving latency. Note that
in the simulation we choose and for
CDD, which is recommended in [16] for the best performance
on energy saving and packet receiving latency. On the other
hand, theMTD scheme fixes each UE’s cycle length and adjusts
their InactivityTimers based on the predefined SINR-thresholds
for the channel quality identifier (CQI) that they perceive. If the
UE’s SINR is persistently smaller than the low SINR-threshold
of the CQI that it perceives, the UE’s InactivityTimer length will
be increased because the UE has a lower CQI which needs more
time to receive the incoming data. This can improve the UE’s
rate satisfaction. Contrarily, once the UE’s SINR is persistently
higher than the high SINR-threshold of the CQI that it perceives,
the UE’s InactivityTimer length will be decreased because the
UE has a higher CQI which needs less time to receive the in-
coming data. This can improve the UE’s sleep efficiency.
We consider two scenarios with different types of traffic:

general traffic (SN1) and IoT traffic (SN2). The general traffic,
which requires higher data rate, includes VoIP (G.711), IPTV

Fig. 2. Impact of number of UEs on packet loss rate in scenarios SN1 and SN2.
(a) SN1 (general traffic). (b) SN2 (IoT traffic).

(H.264), and HTTP/FTP services. The IoT traffic, which
requires lower data rate, includes the applications for audio
surveillance (AMR), video surveillance (QVGA), and smart
metering. In the following results, the duration of each experi-
ment is at least 6000 subframes.

A. Packet Loss Rate

We first compare the average packet loss rate under different
numbers of UEs. Fig. 2(a) and (b) shows the results for SN1 and
SN2, respectively. In both Fig. 2(a) and (b), we can see that the
packet loss rate of most schemes increases when the number of
UEs increases. This is because the network is getting saturated
and it becomes difficult to serve all UEs’ packets under the con-
sideration of packet delay budgets. TheCDD scheme incurs the
highest packet loss rate because it only adjusts DRX cycles for
UEs but neglects to tune their InactivityTimers. Once the UE’s
packet delay budget is used up at the middle of its cycle, the
UE will fail to receive the packet. On the other hand, theMTD
scheme has the lower packet loss rate because the UEs can ad-
just their InactivityTimers when they are under different channel
conditions. It is important to note that our scheme outperforms
other schemes. The packet loss rate of our scheme is even lower
than when the network is saturated (i.e., 400 UEs in SN1
and 1000 UEs in SN2). This is because our scheme can optimize
UEs’ InactivityTimers according to their target packet loss rates
and cooperate with the DRX-aware scheduling to serve the ur-
gent data first to fully utilize the resource. Thus, the packet loss
rates of UEs can be exactly guaranteed.

B. Jitter

We then measure jitter under different numbers of UEs,
where jitter is defined as the standard deviation of packet
delivery latency [25]. Fig. 3(a) and (b) shows the results for
SN1 and SN2, respectively. In Fig. 3(a) and (b), the CDD
scheme and MTD scheme have higher jitter because CDD
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Fig. 3. Impact of number of UEs on jitter in scenarios SN1 and SN2. (a) SN1
(general traffic). (b) SN2 (IoT traffic).

Fig. 4. Impact of number of UEs on rate satisfaction ratio of UEs in scenarios
SN1 and SN2. (a) SN1 (general traffic). (b) SN2 (IoT traffic).

increases UE’s cycle lengths if UEs do not receive their packets
(due to dropped) and MTD assigns InactivityTimers for UEs
disregarding the network traffic load, thus the buffered packets
have to wait until the next on-duration comes, which results
in longer delivery latency. We should note that our scheme
outperforms other schemes in most cases. This is because our
scheme can optimize the InactivityTimers by giving longer In-
activityTimers for UEs when the network traffic load becomes
heavy. Thus, the UEs can receive the target packets earlier, as
compared to other schemes.

C. Rate Satisfaction Ratio

Next, we investigate the average rate satisfaction ratio of
UEs, which is defined by the amount of satisfied rate (including
GBR and non-GBR flows in the UE) over the total amount
of admitted rates of UEs. When the satisfaction ratio is 1, it
means that the scheme can successfully satisfy the required
rate of UEs. Fig. 4(a) and (b) shows the results for SN1 and
SN2, respectively. As can be seen, all schemes have a rate
satisfaction ratio of 1 when the number of UEs is less than 40
in SN1 and 200 in SN2, respectively, because the network is
under nonsaturated. The CDD scheme incurs the lowest rate
satisfaction when the number of UEs is larger than 80 in SN1
and 300 in SN2, respectively, because this scheme loses lots
of packets, especially for those time-aware surveillance data,
which will not be retransmitted. On the other hand, the MTD
scheme has better rate satisfaction because the MTD scheme
assigns InactivityTimers for UEs based their CQI and thus
the UEs can receive more packets even if they stay in a bad
channel condition. We should note that our scheme performs
the best. The satisfaction ratio of our scheme is still 1 when the
number of UEs is 400 in SN1 and 1000 in SN2, respectively.
This is because our scheme can optimize DRX parameters in

Fig. 5. Impact of number of UEs on sleep ratio in scenarios SN1 and SN2. (a)
SN1 (general traffic). (b) SN2 (IoT traffic).

Fig. 6. Power consumption model for UEs [26].

terms of cycle length and InactivityTimer based on the network
traffic load, and cooperates with a DRX-aware scheduler to
serve the UEs with high channel quality to improve their rate
satisfactions.

D. Average Sleep Ratio

We then evaluate the average sleep ratio under different num-
bers of UEs. Fig. 5(a) and (b) shows the results for SN1 and SN2,
respectively. As shown in Fig. 5(a) and (b), the sleep ratio of our
scheme decreases when the number of UEs grows, because our
scheme extends UEs’ wake-up periods to guarantee their QoS
when the network traffic load becomes heavy. Contrarily, the
sleep ratio of the CDD scheme increases when number of UEs
increases. This is becauseCDD neglects the UEs’ QoS satisfac-
tion. Note that theMTD scheme has a lowest sleep ratio because
this scheme adjusts InactivityTimers of UEs only based on UEs’
CQI which is independent with the network traffic load (i.e., the
number of UEs).

E. Power Consumption

Consequently, we measure the average power consumption
of all schemes under different numbers of UEs, where the UE’s
power consumption is modeled according to [26] and illustrated
in Fig. 6. Fig. 7(a) and (b) shows the results for SN1 and SN2,
respectively. As can be seen, the power consumption of our
scheme increases when the number of UEs increases. This is
because UEs need more wake-up time to receive their data to
guarantee their QoS when the network resource is insufficient.
On the other hand, the power consumption of the CDD scheme
decreases when the number of UEs increases, because the UEs
enlarge their cycle lengths without considering QoS. Finally, the
power consumption of the MTD scheme is stable because this
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Fig. 7. Impact of number of UEs on power consumption in scenarios SN1 and
SN2. (a) SN1 (general traffic). (b) SN2 (IoT traffic).

TABLE V
TRAFFIC ADOPTED FOR OBSERVATIONS

scheme adjusts InactivityTimers of UEs independent with the
network traffic load.

F. Observations on Sleep Ratio of UEs With Multiple Flows

Wenow investigate the impact of the flowswith different QoS
parameters in the same UE on the sleep ratio performance. This
is conducted especially for IoT scenarios because an IoT device
may report different data via different flows according to dif-
ferent applications such as audio and video surveillance. In this
observation, we consider five types of UEs and each UE adopts
two flows with different QoS parameters listed in Table V. In
particular, the type-1, type-2, and type-3 UEs have the flows
with different packet delay budgets (i.e., 100 and 300 ms) but
with the same packet loss rate (i.e., ). The type-4 and type-5
UEs have different packet loss rate (i.e., and ) but
with the same packet delay budgets (i.e., 100 ms). We conduct
the observation through the proposed scheme to guarantee UEs’
QoS. Fig. 8 shows the sleep ratio results of all types of UEs. We
can see that type-3 UEs have the highest sleep ratio because
their flows have looser QoS constraints (i.e., a larger packet
delay budget and a higher required packet loss rate). Next, the
sleep ratio of type-2 UEs is slightly lower than that of type-3
UEs because each type-2 UE has one flow with a shorter packet
delay constraint. Then, the sleep ratio of type-1 UEs is lower
than that of type-2 UEs because all of type-1 UEs’ flows have
lower packet delay budgets. We should note that the sleep ratio
of type-2 UEs is close to that of type-1 UEs but not close to
type-3 UEs’, because the DRX mechanism enforces each UE
to have only one cycle length and thus all flows of each UE are
with a common cycle length limited by the strictest delay budget
of the UE (i.e., 100 ms in this case). Thus, if the UE has a flow
with a higher delay budget, it can not have a longer sleep period
due to the limitation. Consequently, we can see that the sleep ra-
tios of type-4 and type-5 UEs are lower than that of type-1 UEs

Fig. 8. Impact of flows with different QoS in the UE on sleep ratio perfor-
mance.

because they require stricter packet loss rate (i.e., ). Note
that the sleep ratio of type-4 UEs is close to that of type-5 UEs
because the DRX mechanism enforces each UE to have a fixed
InactivityTimer and thus all flows in the UE are with a common
InactivityTimer limited by the strictest packet loss rate of the
UE (i.e., in this case). This strongly hurts the performance
on energy saving because the UEs have to adopt the longest In-
activityTimer of their flows even if it has completed to receive
the packet of such flows.
Based on above experiments and observations, we could sum-

marize the limitations of the current DRX mechanism as fol-
lows. First, the current DRX supports only single cycle length
and single InactivityTimer. Once the UE has the flows with dif-
ferent delay budgets, the UE has to wake up in each cycle even
if the UE has received the packets completely in previous cy-
cles. In addition, during the wake-up period, the UE has to wait
for the timer expiring even if it has no data to receive. Second,
the DRX mechanism enforces each UE to wake up and sleep
only one period during a cycle. Thus, if the next data arrival of
the UEs is far from the previous data arrival, the UE has to keep
awake until the next data arrives. Above limitations would harm
the performance on power saving. For future IoT applications,
we may suggest the standard to support multiple cycle lengths
and multiple wake-up/sleep patterns for each UE. Thus, the UE
has the flows with different delay budgets that can be modeled
by multiple sleep patterns which can best fit the traffic charac-
teristic in the UE. So, the UE can wake up according to these
patterns precisely. In addition, a special indicator is expected
for the eNB to notify UEs to go to sleep immediately. This can
reduce the idle wake-up period caused by waiting for Inactivi-
tyTimer expiring. By above suggestions, we think it can make
UEs’ sleep behaviors more flexible and more efficient.

VI. CONCLUSION

In this paper, we addressed the DRX optimization problem
which considers the QoS requirements of IoT applications
in LTE-A networks. An efficient three-stage scheme and a
DRX-aware packet scheduling method are proposed to tackle
the problem. By balancing the impacts between QoS parame-
ters and DRX configurations, simulation results have verified
our schemes. It has shown that our schemes can fully guarantee
UEs’ QoS requirements in terms of packet loss rate, packet
delay, and traffic bit-rate while saving considerable power
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consumption of UEs. For future work, we will investigate the
performance bounds of the standard. In addition, the flexible
DRX schemes will also be studied.
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