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ABSTRACT The 5G Heterogeneous Network (HetNet) enables massive connections and diverse
applications for User Equipments (UEs), leading to an exponential increase in data traffic. This surge results
in extensive overloading at co-tier and inter-tier levels, inefficiencies in UE power usage at the cell edge,
and complexities in Quality of Service (QoS) support. In this paper, we propose a scheme to address load
balancing among Base Stations (BSs), while simultaneously improving power efficiency and ensuring QoS
for UEs. The proposed heuristic scheme comprises three phases. The first phase optimizes the Discontinuous
Reception (DRX) configuration parameters for UEs, the second phase evaluates overloading, and the third
phase offloads data from overloaded BSs to other BSs. We categorize performance indicators into 1) User
Performance Parameters (UPP), including DRX power saving, packet drop rate, and end-to-end delay, and
2) Network Performance Parameters (NPP), such as system throughput. To validate our scheme, we design
an analytical model based on a two-dimensional continuous-time Markov chain (2D-CTMC) and a semi-
Markov process. In addition, we implement a simulator to validate the scheme’s performance. The results
demonstrate that the proposed scheme significantly enhances performance in terms of UPP and NPP.

INDEX TERMS Continuous-time Markov chain (CTMC), discontinuous reception/transmission
(DRX/DTX), heterogeneous network (HetNet), load balancing, quality of service (QoS), semi-Markov
process.

I. INTRODUCTION
The fifth-generation (5G) delivers solutions, architecture,
technologies, and standards to achieve wide mobile broad-
band, massive machine-type communication, and ultra-
reliable communication with low latency in the coming
decade [1]. According to [2], 5G radio access technology
aims at providing peak data rates of 20 Gb/s, User Equipment
(UEs) experienced a data rate of 100 Mbit/s (for wide area
coverage cases e.g., in urban and suburban areas), 1 Gbit/s
(in hotspot cases e.g., indoor areas), a spectrum efficiency
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improvement of 3×, support for up to 500 km/h mobility,
1 ms latency, a connection density of 106 devices/km2,
a network energy efficiency improvement of 100×, and
an area traffic capacity of 10 Mb/s/m2. In [3], the new
enhancements of Carrier Aggregation/Dual Connectivity
(CA/DC), the number of Component Carrier (CC)s has
increased from 5 to 16 in the licensed and unlicensed
spectrum, the maximum bandwidth goes up to 1 GHz.
Provides early measurement reporting and a faster activation
of secondary cells, which helps in reducing the latency.
With this regard, 5G needs densification with different
kinds of base stations (BSs) with disparate transmit powers
and spectrum capabilities in dense-Heterogeneous Networks
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TABLE 1. Acronyms.

FIGURE 1. HetNet with poor UE performance.

(HetNet). Coexistence between 5G with other unlicensed
technologies like Wi-Fi is challenging owing to the reduced
probability of channel availability [4]. It creates an enormous
problem of load balancing (LB) in the networks. LB can be
solved by a combination of good user association (UA) and
user-scheduling. The traditional UA, i.e., max-SINR (signal-
to-interference-plus-noise ratio) makes UE prefer to connect
to the macro base station (MBS) even though UE is within
the coverage of small base stations (SBSs) which causes load
imbalance in HetNet [5], [6], [7]. This causes the MBSs to
be overloaded and the SBSs to be too underloaded. An UE
connected to the overloaded high-power MBSs receives a
poor data rate which needs more resource blocks (RBs) and
higher power consumption to fulfill its application demand

[8]. The overloaded MBSs do not satisfy the UEs’ demands
for Quality of Service (QoS) for different traffic flows
in terms of traffic bit-rate, packet delay, and packet loss
rate. To save the power of UEs, the defined discontinuous
reception (DRX) mechanism allows UE to switch its radio
interface on/off (fixed duration timers), based on data arrivals.
The DRX coordinates with the BS and regulates UE to
wake up periodically to receive/transmit data from/to the
BS as shown in Figure 2. However, how to tune the DRX
parameters to minimize energy i.e., DRX optimization is an
open issue [9]. The current DRX exhibits power-saving issues
at mmWave frequency [10]. The performance of DRX is
degraded due to asynchronous DRX configurations, which is
a major challenge in advanced technology such as DC [11].
Previously, our study [9] addresses the following challenges
of guaranteed QoS and UEs’ power consumption, and UA
together. The asynchronous behavior is not addressed in
this study. The definitions of the acronyms are provided in
Table 1.
For example, Figure 1 shows theHetNet with oneMBS and

two SBSs, where the number of UEs associated to respective
cells is based onmax-SINR.UE1 andUE2 (Red color) receive
poor performance in terms of bits per RB. To meet their
requirements of QoS, the BS needs to allocate more RBs to
UEs. However, more RBs require more power consumption
of the UEs. On the other hand, UEs (green color) receive good
performance. In all base stations covering the UE2, SBS2 is
less congested than SBS1, but the performance of RB isworse.
For LB, UE2 must be associated to SBS2. For UE, the energy
efficient association is SBS1.
This research is driven by the need to address the chal-

lenges and shortcomings associated with User Association
(UA). We have considered the UEs’ QoS, power consump-
tion, and load for UA. Our scheme coordinates between the
UE power and the BSs load balance by offloading theUEwith
bad SINR from the MBS to other SBSs. While configuring
the UE’s DRX configuration parameters, we guarantee the
QoS in traffic bit-rate, packet delay, and packet loss rate
in the active traffic pattern. For each UE, we calculate the
DRX complex performance factor (DCPF) and the Relative
Allocated Resources factor (RARF), which gives higher
priority to the UEs receiving less traffic bit-rate. Hence,
a novel UA is proposed in the new HetNet environment,
such that benefits both the network and the UE. In our study,
for simplification, we categorize the performance indicators
in two: User performance parameters (UPP) and Network
performance parameters (NPP). The UPP is closely related
to the traffic bit-rate, packet drop rate, end-to-end delay, and
UE’s power [9], [12], [13]. However, the NPP is related to the
throughput [14].

Our research does UA while considering the UEs’ power,
and QoS. The proposed scheme coordinates between the
UE power and the BSs load balance by offloading the UE
with bad SINR from the MBS to other SBSs. Also, the
optimization problem is also generalized to take into account
the order in which many UEs are scheduled. In particular,
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the main contributions of our work can be summarized as
follows:

1) The scheme for DRX optimization problem, that
configures the DRX configuration parameters of an
UE, guarantee the QoS, such as traffic bit-rate, packet
delay budget, and packet loss rate while decreasing the
wake-up ratio of UEs.

2) The proposed scheme for UA, considers DCPF and
the RARF, which gives higher priority to the UEs
receiving less traffic bit-rate and giving benefits to both
the network and the UE.

3) Proposed an analytical model based on a two-
dimensional continuous-time Markov chain (2D-
CTMC).

The rest of the paper is organized as follows. Section II,
discusses the related work. Sections III and IV represent the
System model for the HetNet environment and the proposed
scheme. Section V discusses the Analytical performance
model. Sections VI, and VII contain the Simulation results,
and Conclusions, respectively.

II. RELATED WORK
Most earlier work on LB concerns toMBS only, under various
joint situations such as BSs load, traffic load, channel state
information, interference mitigation, instantaneous SINR [5],
[14], [15], [16]. The QoS-based UA for better LB is discussed
in [17] and [18]. Though some studies have considered a
power for optimization such as [8] and [19]. However, the
UE’s power in joint situations is ignored while doing LB
or UA. Therefore it is important to design a scheme that
considers the UEs’ power and QoS.

There are a lot of studies concerning the UA in HetNets
under various joint situations. In study [15], authors have dis-
cussed the problem of static UA algorithms and re-association
whenever a user arrived. The authors proposed an online
algorithm motivated by online combinatorial auctions, which
suggests the maximum number of potential association for
UEs, that has provable performance guarantees. Simulations
results claim that the proposed algorithms perform near-
optimal and pose desirable fairness properties under realistic
scenarios. Study [14] discussed the joint LB and interference
mitigation in HetNet. The paper frameworks under the
LB, the problem as network utility maximization subject
to BSs load, traffic load, and channel state information.
By stochastic optimization, the problem is decoupled into
dynamic scheduling ofMBSUEs, load provisioning of SBSs,
and offloading MBS UEs to SBSs. The authors propose a
hierarchical precoder to mitigate both co-tier and cross-tier
interference, and achieve better performance in terms of SBS
density, number of BS antennas, and transmit power levels,
in cell-edge areas. However, the authors have investigated
the results only with their proposed joint in-band scheduling
schemes, without comparison to other scheduling schemes.
Paper [16] investigates joint UA and user scheduling for LB
and further improves the long-term throughput, motivated
by the cumulative distribution function based scheduling.

In which each BS implements its per-slot scheduling over
its associated UEs, based on the instantaneous SINR,
to select UEs for transmissions opportunistically, and exploit
multi-user diversity. Study [5], proposed UA solution by
distributed algorithm via Lagrangian dual decomposition
achieves LB in HetNets, considering cell and RBs allo-
cation jointly. A network utility maximization problem is
formulated. The results have validated the performance
of cell-edge UEs. However, in the above studies, authors
have not considered the UE QoS parameters for LB,
also they concluded that power control is an important
technique to improve system performance, an interesting
topic to investigate the joint power control, UA and
scheduling for HetNets, which they will consider in their
future work.

In these studies, some UAs, while considering the QoS,
are investigated in HetNet. Study [18] designed the QoS-
aware association by considering Proportional Fairness (PF)
scheduling while minimizing end-to-end packet delay. The
authors propose an optimal UA and resource allocation
algorithm with the help of a classic knapsack problem.
Simulation results minimize the average packet delay of
UE traffic across the network. The goal of study [17] is
joint optimization of RB and power allocated to UEs in
HetNet. To maximize the number of UA and minimize the
number of allocated RBs to meet the goal. Numerical results
confirm that the developed scheme yields close-to-optimal
performance. However, this study did not take into account
the power saving of UEs, the delay of packet delivery, and
the packet drop rate.

In the following studies, the authors consider power as
an optimization parameter. Paper [8] has discussed the
access network and backhaul energy consumption for the
UA algorithm. The authors suggest energy-efficient heuristic
UA by remaining RBs, the throughput of BS, and the data
rate of associated UEs. The performance is evaluated in
terms of energy efficiency and spectrum efficiency. Although,
the results are not investigated in HetNet. Study [19] has
discussed signal interference between BSs, proposing joint
interference and power management. Based on the channel
quality and traffic demand of each UE, it estimates the
amount of RBs required by the UE. Further, management
computes an almost blank subframes ratio, based on the
principles of raising SBS GBR throughput and avoiding
starving MBS UEs. To balance MBS and SBS loads
and decides the DRX parameters accordingly. Simulation
results show that the management achieves higher UEs’
energy efficiency, higher network throughput, and lower
packet dropping of real-time flows. According to traffic
circumstances and threshold delays for 4G and beyond, the
author of the study [20] suggests adapting sleep patterns.
Results lead to significant power savings. However, in the
overload scenario, no study shows the effects on the UPP has
not been investigated.

In summary, to attain load balancing (LB) in the afore-
mentioned user association (UA) schemes, the objective is
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FIGURE 2. DRX mechanism.

to maximize either user performance parameters (UPP) or
network performance parameters (NPP), but not both. Hence,
motivated by the above limitations, we propose a novel
scheme that can achieve efficiency, both UPP and NPP,
to support the new HetNet.

III. SYSTEM MODEL
In this section, we discuss about the network architecture,
determining the network capacity, and problem formulation.
The notations that have been used in the system model are
described in Table 2.

A. NETWORK ARCHITECTURE
In this study, we have focused on the UA and power saving
model in the downlink of the 5G HetNet environment.
The set of all macro and small BSs has been denoted by
B ∈ {1, 2, . . . ,B} and dispersed in a HetNet network
with respective transmit power levels; N available carrier
frequency bands as a set of N ∈ {1, 2, . . . ,N } has been
tuned to aggregate, each carrier n ∈ N and the set of
distributed UEs has been denoted by U ∈ {1, 2, . . . ,U}.
Each BS has been tuned to the number of carrier frequencies.
The CA/DC technologies allow an UE to associate with
more than one number of BSs to increase the data rate.
Currently, we assume that an UE is connected to two CCs
of the same or different BSs and each CC corresponds to a
serving cell.

Let gi,j,n be the power gain according to the Friis
transmission equation as shown in Eq. (1), where T̈ (gi,j,n) and
R̈(gi,j,n) are the transmit and receive antenna gains from CC
n, BS j to UE i, λn is the CC n wavelength, di,j is the distance
from BS j to UE i, d0 is the far-field reference distance, and
ξ is the path-loss exponent [21].

gi,j,n =
T̈ (gi,j,n) × R̈(gi,j,n) × (λn)2

16π2(
di,j
d0

) × ξ

(1)

The SINR (η) of a CC to the UE is as shown in Eq. (2),
where pi,j,n transmits the power from CC n, BS j to UE i,
and σ 2 is the variance of additive white Gaussian noise [22].
The nominal bit-rate for an UE has been given according to
Shannon’s formula as shown in Eq. (3). Here Wn is the nth

CC bandwidth of a BS. UA balances the traffic load among

the different BSs in HetNets and also optimizes the number
of UEs. The fraction of RBs of BS j serves to UE i on CC n
is yi,j,n. Therefore, the overall long-term rate is shown in Eq.
(4). Where

∑
i yi,j,n = 1. Hence the nominal service rate for

an UE is
∑

j
∑

nΦ i,j,n.

ηi,j,n =
pi,j,n × gi,j,n

σ 2 +
∑

k∈B,k ̸=j pi,k,n × gi,k,n
(2)

Φ̂ i,j,n = Wn × log2(1 + ηi,j,n) (3)

Φ i,j,n = yi,j,n × Φ̂ i,j,n (4)

Some important terms that have been discussed here:
Requested RBs to a BS: It is the number of RBs, requested
by the UE connected to a respective BS. The requested RBs
of BS j, with CC n, with r requested RB by an UE i renders
the equation as R̂j,n =

∑
i∈U ri,j,n. Hence the requested RBs

in fraction to a BS for an UE are
ri,j,n∑
i∈U ri,j,n

.

Allocated RBs by a BS: It is the number of scheduled RBs
allocated by the BS to the UEs. The allocated load of BS j,
with CC n, with y fraction of allocated RBs to the UE i by that
BS shows the equation as follows: Rj,n =

∑
i∈U yi,j,n. Hence,

the scheduled RBs associated with the function (such as PF)
of the number of requested RBs by a BS for an UE show as
yi,j,n = f (

ri,j,n∑
i∈U ri,j,n

).

Definition 1: An UE i is associated to CC n with the BS j,
hence the overall long-term rate is

∑
i∈U yi,j,n × Φ̂i,j,n. Here∑

i yi,j,n = 1 ∀j, the total overall long-term rate for an UE
i is the sum of different nominal service rates achieved by
different CCs of BSs, as Φi =

∑
j
∑

nΦi,j,n.
The overall long-term rate, allocates proportional and

equal RBs by giving fairness to each UE. Due to this, all
the allocated RBs of a BS are divided proportionally as
well as equally to the number of UEs associated with it.
The logarithmic utility function achieves PF and trade-off
between opportunism and unbiased allocation. It not only
gives less priority to those UEs that already have high data
rates for a long time range but also results in balancing the
load. The optimization equation is as shown in Eq. (5). The
indicator (x i,j,n) corresponding to the association (x i,j,n = 1,
when UE i is associated with BS j of CC n, x i,j,n = 0
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TABLE 2. The notations used in the system.

otherwise).

maxx
∑
i∈U

∑
j∈B

x i,j,n × log(yi,j,n × Φ̂ i,j,n)

s.t.
∑
j∈B

xi,j = 1, ∀i ∈ U

xi,j ∈ 0, 1; ∀i ∈ U, ∀j ∈ B (5)

B. DETERMINING THE NETWORK CAPACITY
In orthogonal frequency-division multiple access, the fre-
quency domain is divided into 180kHz sub-channels and
the time domain in slots of 1 ms. Such subdivisions are
symbolized as scheduling RBs. Here each UE is connected
to a number of applications or flows having some QoS
parameters and the data packets from these flows arrive in
the form of bursty traffic by the BSs. For better optimization,
BS employs a scheduler that implements some scheduling
schemes that utilize the number of RBs based on the used
bandwidth, to the UEs. The allocation of RBs used by
an UE depends on its SINR value. Due to this, the UEs’
RB utilization also varies accordingly. The service rate (Φ)
for each UE has been determined previously, whereas the
network throughput (T) for all the active UEs in the network
is as followed by Eq. 6.

T =

U∑
i

B∑
j

N∑
n

Φi,j,n (6)

C. PROBLEM FORMULATION
By utility function perspective, we assume that an UE i, while
receiving nominal service rateΦ i,j,n obtains utility ψ(Φ i,j,n),

which is continuously differentiable, monotonically increas-
ing, and strictly concave [23]. The aggregate utility function,
which needs to be maximized. Since we assume that an UE
can connect to more than one BS at a time, the indicator
variable xi,j is of no use, whereas the yi,j remains valid.
Hence, the objective is to allocate RBs to the number of
UEs, with different rates to maximize the utility function (ψ)
as shown in Eq. (7). It also provides an upper limit to the
nominal bit-rate of the network. So, the joint association is
as follows:

maxy
∑
i∈U

ψi(
∑
j

yi,j,n × Φ̂ i,j,n)

s.t.
∑
i∈U

yi,j,n ≤ 1 ∀j ∈ B

0 ≤ yi,j,n ≤ 1, ∀i ∈ U,∀j ∈ B (7)

IV. THE PROPOSED SCHEME
To balance the load and enhance the performance of 5G
HetNets, we propose a meta-heuristic scheme that optimizes
the performance of UEs as well as the network. The scheme
consists of three phases. The problem we address in the first
phase is DRX optimization, providing a three-stage scheme,
with the goal to determine each UE’s DRX configuration
parameters while guaranteeing the QoS parameters. In the
second phase, we evaluate the network load balance scenario.
Finally, in the third phase, we offload the UEs from the
overloaded BSs to the underloaded BSs based on the results in
the second phase. These scheme details have been described
below:

13638 VOLUME 12, 2024



L. Sharma et al.: Discontinuous Reception Based Energy-Efficient User Association for 5G HetNet

A. FIRST PHASE: DRX CONFIGURATION
To calculate the DRX configuration parameters in downlink
transmission, while a BS serves UEs, each UEi acknowl-
edges Guaranteed Bit Rate (GBR) FlowGBRi and non-GBR
Flownon−GBRi flows. While each GBR flow fj has guaranteed
rate of ΦGBR

j (bits/s), the non-GBR flow have aggregate-
maximum-bit-rate Φnon−GBR

i (bits/s). For each flow fj, there
is a packet delay budget of T delayj (ms) and the allowable
packet loss rate of Φ loss

j . The packet size ranges from
Sizeminj to Sizemaxj (bits/packet). Each flow fj has an expected
inter-arrival time of T int−arrj (ms) and each non-GBR fj
has a service-request-response time of T rrj (ms) based on

applications such as T rrj ≫ T delayj . The UEi channel rate
Φchannel
i varies over time. LetPj be the number of packets of fj

that arrive during T delayj . Each packet p, p = 1, . . . ,Pj, poses

a T delayp such as T delayp = 1, . . . ,T delayj . Let an UE remains in
a connected mode for the total duration (χ), and each DRX
cycle duration is φ. The shortDRX cycle (T Si ) is the multiple
of the smallest shortDRX sleep cycle, and the minimum of
T delayj of UE, as shown in Eq. 8. Here T S is the smallest
duration of shortDRX sleep. The longDRX cycle (T Li ) is the
multiple of the shortDRX cycle, and the minimum of T rrj of
UE, as shown in Eq. 9. The On-duration (T oni ) is the smallest
number of necessary wake-up durations in which all the high-
priority packets can be received as shown in Eq. 10. The
Inactivity timer (T inacti ) is the maximum selected duration
that satisfies the packet loss delay of all the flows, as shown
in Eq. 11. It is based on UE’s packet arrival within the T rrj ,
which has a higher probability, as shown in Eq. 12. Here κ is
the subframe number that activates the T sti , and γ is the DRX
start offset. The DRX Power Saving (DPS), DPC, and DAD
have been estimated in Eq. 13, 14, and 15, respectively.

T Si =

⌊minj{T delayj }

min{T S}

⌋
× min{T S} (8)

T Li =

⌊minj{T rrj }

min{T Si }

⌋
× min{T Si } (9)

T oni = max
{⌈∑

T delayj =T Si ,∀fj∈UEi
Sizemaxj

Φmin
i × RB

⌉}
(10)

T inacti = max{TDelayP |Pj ∈ fj} (11)

T sti =

⌊max{T rrj }

T Si

⌋
× T Si − ((κ − γ )%T Si ) (12)

DPSi =
(T Si + T Li )

φ
(13)

DPCi = 1 − DPS (14)

DADi =
(T Si + T Li )

χ
(15)

B. SECOND PHASE: EVALUATE OVERLOADING
In this phase, we have calculated two performance factors
i.e. DCPF and RARF. The DCPF (0) is the product of
DAD and DPC of an UE, that calculates the UPP, whereas
the RARF (1) is the estimation for allocated RBs to the
current and the neighboring CC’s, which calculates the
NPP for the network. To understand the above performance
factors, we have first explained the single- and multiple-UE
environment as follows:

Single-UE Environment: It considers a single UE in the
network, which is the most favorable condition for the
UE. Here an UE is allocated with the maximum RBs of
a channel and defines the rate based on SINR. The DRX
configuration parameters based on QoS get allocated to the
UEs. Due to the random network deployment and inter-
arrival packet durations, the average delay has a wide range
and we have simplified them by normalizing, as shown in
Eq. 16. Further, Eq. 17 shows the DCPF for the single-UE
environment.

DADnormi =
DADi − DAD

max{DAD} − min{DAD}
(16)

0
single−UE
i = DPCi × DADnormi (17)

Multi-UE Environment: It considers more number of UEs
allowed to show competency for the RBs, which is the
more realistic one. An UE is allocated RBs, according
to the packet scheduling algorithm, which is deployed
by the BS. Due to the realistic scenario, the ideal data
rate gets degraded and other QoS parameters also get
compromised. Equation 18 shows the DCPF for the multiple
UE environment. To calculate the more accurate values of an
UE’s UPP, we have designed these environments.

0multi−UEi = DPCi × DADnormi (18)

DRX Complex Performance Factor (DCPF): It is the
difference between the single-UE and multi-UE environment
of DCPF, as shown in Eq. 19. A lower value suggests that
the UE is enjoying favorable conditions, whereas the higher
value shows that the UE is in unfavorable condition. It also
shows the trade-off between delay and power consumption.
Owing to this, we are able to select those UEs first that do
not perform well in terms of UPP.

0i = 5
single−UE
i −5multi−UE

i (19)

Relative Allocated Resources Factor (RARF): It is the
difference between the allocated RBs of the current and the
neighboring BSs; which shows the impact of an allocated
fraction of RBs to a BS, by the UEs. To offload prudently,
we compare the current and neighboring cell’s resource
allocation. The UEs that show the significant change in the
allocated RBs of the current BS reflected by the higher value
of RARF, have been first.

1i = (
yi,j,n∑
i∈U yi,j,n

) − (
yi,j′,n∑

i∈U,j′ ̸=j yi,j′,n
) (20)
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These factors help us to select those UEs that perform
severely so that the data of those UEs can be offloaded to
other neighboring cells; which results in an increased NPP
and UPP.

C. THIRD PHASE: TRIGGER THE OFFLOADING
The objective of this phase is to balance the load across the
cells and improve UPP and NPP parameters. First, we set
a threshold load value i.e. � for each cell, which is 75%
in the paper [24]. The load value of each cell is (τj,n) as
shown in Eq. (21), which is the average service rate. If
τj,n > �, it means a cell has already utilized its RBs and
is currently in an overload condition. Similarly, the network
load has been represented as τ . The fixed threshold value for
the load usually shows adverse effects when the network is
underloaded, and a cell is highly loaded. Therefore, to avoid
such scenarios, we have designed a flexible threshold value
estimation. To determine the overloaded cells, we consider
the maximum value between the network and the cell loads,
in Eq. (22). The load beyond this of any cell or network
initiates our LB to balance the network load.

τj,n =

∑
i∈U Ri,j,n

Total users of cell
(21)

9 = max{τ, τj,n} (22)

Finally, once the third phase gets triggered, those UE’s (that
perform badly for UPP and NPP) get selected from the
overloaded cells in the network. In the second phase, the UEs
that have a higher value of DCPF get identified and then
offloaded to the underloaded cells based on RARF.

FIGURE 3. (a) Discrete Markov model (b) Continuous Markov model.

V. ANALYTICAL PERFORMANCE MODEL
A. NOTATIONS
We assume that a HetNet consists of N̄ zones, each zone is
disjoint, 1 < N̄ < ∞. The zone is a representation of a cell
in a BS. Here, n̄ = 1, N̄ means that the variable n̄, values
in the set 1, . . . , N̄ , such that n̄ ̸= n̄′, n̄′

= 1, N̄ . A rate
of transition of UE from the n̄th zone to n̄′th is represented
as Φn̄n̄′ , when the rate of forced departure from the zone is
represented as Φn̄−, and the rate of handover or departure to
the adjoining zone is represented as Φn̄0. For simplification,

we are not mentioning the specific UE, BS, and CC, while
representing the Φ, Φ̂, etc. We only focus on the zones in
this section.

B. GENERAL MODEL
In this section, we study a model to evaluate the performance
of HetNet, based on a Continuous-Time Markov Chain
(CTMC) [25]. The timeMarkov chainmodels are categorized
in two: the Discrete-Time Markov Chain (DTMC) and
CTMC, on the basis of fixed and variable time, respectively
as shown in Figure 3. In DTMC, the event occurs at a known
point of time, whereas in a CTMC, the event occurs at any
point of time. The CTMC model is a stochastic process in
which the state of the system can be viewed at any time,
not just the discrete instants. Figure 4 shows the general
analytical model for 2D-CTMC, in which Q represents the
number of active UEs.

CTMC can be viewed as the Birth and Death (B&D)
process, each arrival rate (λ) is represented as the birt.h,
whereas the departure rate (µ) as death, and rates are
exponentially distributed. Let X (t) denote the state at time
t , a CTMC process X (t) : t ≥ 0 with state-space S. The
state space S enters a state s, s ∈ S, continuous in time,
then random variable Hs is the holding time of state s. The
transition probability Pss′ , is the state transition from the state
s to s′, s′ ∈ S. The holding time rate is the sum of the birth
rates and death rates i.e.,2s = λs+µs. The formal definition
is given by:
Definition 2: A stochastic process {X (t) : t ≥ 0} is called

a CTMC, if for all t ≥ 0 , t ′ ≥ 0 , s ∈ S, s′ ∈ S,

P(X (t + t ′) = s′|X (t) = s, {X (u) : 0 ≤ u < t})

= P(X (t + t ′) = s′|X (t) = s) = Pss′ (t).

The transition probability Pss′ (t) is from the current state
s to the future state s′. The future, X (t + t ′) : t ′ ≥ 0,
given the present state X (s), is independent of the past
X (u) : 0 ≤ u < t . Such a process is called a CTMC. The
exponentially distributed holding time shows the memoryless
property. The process enters in state s remains there
independent of the past, for an amount of timeHs ∼ exp(2s).
A CTMC can be described by a transition matrix P = (Pss′ ),
representing state transitions, with the holding time rates (2),
with a set of rates 2s : s ∈ S, completely determines the
CTMC.
Definition 3: Whenever X (t) = s ≥ 1 , the next transition

will be a birth with probability Ps,s+1 = P(B < D) =

λs

λs + µs
, and a death with probability Ps,s−1 = P(D < B) =

µs

λs + µs
.

For each state s ≥ 0, birth rate λs and death rate µs:
Whenever X (t) = s, independent of the past. The time until
the next random variable birth rate, and death rate which is
B ∼ exp(λs), and D ∼ exp(µs), respectively. Hence the
holding time rates i.e., 2s = λs + µs, and holding time is
given by Hs = min{B,D} ∼ exp(λs + µs). When λs = 0,
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FIGURE 4. Two-dimensional CTMC model for Q active number of UEs [25].

s ≥ 0 , and µs = 0, s ≥ 0 , we call the process is a pure birth
process. The B&D process is a random walk, with dependent
increment probabilities.

C. ANALYTICAL MODEL
1) MULTI-DIMENSIONAL CTMC
The HetNet consists of N̄ zones. In general, zones are in
concentric ring form, while in practice they can have various
structures, due to the interference of nearby BS. In our study,
an UE in zone n̄ is not limited with zones n̄ − 1 of n̄ + 1
for adjustment. We propose a model using N̄ dimensional
CTMC, the state vector can be described as N̄ -tuple S =

(s1, . . . , sN̄ ). Here S is the set of feasible states and s defines
the number of UEs in zone n̄, and the total number of zones
is N̄ . The number of available scheduling RBs in zone n̄,
is represented by R̂n̄. The term f ∈ [0, 1] denotes the
RBs that can be used for new UEs. If f × R̂n̄ is less than
the threshold RB, the session (an̄(s)) for the new user gets
accepted; else rejected as shown in Eq. (23). As for how long
an UE remains in a zone is a continuous-time interval (not the
discrete one), which can be changed by an UE, based on QoS.
Here an UE can have multiple choices to join other zones for

better performance, which means an UE can move to multi-
dimensional spaces.

S := {s : sn̄ ∈ U;

N̄∑
n̄=1

sn̄ × Rn̄ ≤ f × R̂n̄} (23)

2) SERVICE RATE FOR UE’s
A random UE is deployed to any zone and start its session
from the respective BS. An UE can change the zone to one
or many times according to the UA. The received nominal
service rate Φ for an UE depends upon the current UE
location and the availability of bandwidth.1 The behavior of
an UE can show three possible transitions such asΦn̄n̄′ ,Φn̄−,
and Φn̄0. We assume that the number of UE is located in
the n̄ zone (exponentially distributed) is ϒn̄, n̄ = 1, N̄ . In a
session, each UE receives the average volume of data which
is equivalent to 1

ϒn̄
.

To calculate the nominal service rate, we assume that the
nominal bit-rate is provided to an UE by the BS in the n̄

1The nominal service rate for an UE is based on the channel capacity,
resource allocation, and the modulation and coding schemes.

VOLUME 12, 2024 13641



L. Sharma et al.: Discontinuous Reception Based Energy-Efficient User Association for 5G HetNet

zone is Φ̂n̄,+ when there is no deficit in rate. However, as the
number of UE increases, the BS starts reducing the bit-rate
proportionally. The different bit-rate to the UE is associated
with the modulation and coding schemes. The information
sent to the UE by the BS is composed of control, data, and re-
transmission information. The data information is useful in
calculating the service rate, denoted by 1− ℧n̄, 0 < ℧n̄ < 1.
Hence the nominal service rate to an UE in n̄th zone is
Φn̄,+ = Φ̂n̄,+(1 − ℧n̄)ϒn̄.

3) UE CALL ARRIVAL APPROACH
We assume that an UE’s new calls arrive according to the
Poisson arrival process with an arrival rate of ϵ and the expo-
nentially distributed session duration with rate γ . The func-
tion an̄(s) (the simplified form is an̄) shows the session as
arrived if the value is 1, end else blocked when the value is 0.

The total area (Areatotal) of the zones is equal to the∑N̄
n̄ Arean̄. The Arean̄ is the area corresponding to the zone

n̄. The arrival rate for each zone is equal to ϵn̄ =
Arean̄
Areatotal

ϵ,
whereas an̄ shows whether a session is arrived in zone k.
For example, with two zones (k = 2) so ϵ1 =

Area1
Areatotal

ϵ

ϵ2 =
Area2
Areatotal

ϵ.

FIGURE 5. Analytical model.

D. STEADY STATE PROBABILITIES OF THE CTMC MODEL
Let X be a CTMC with the state space S. The steady-state
probability of a state s, s ∈ S is πs= lim

t→∞
P(X (t) = s). Before

calculating the transition rate, first we calculate the exiting
rate (v) which is the average exits per unit of time.We assume
that the state exiting rate from state s is vs. Thus, the state
transition rate (p′

ss′ ) of X from state s to state s′ is simply
the proportion of pss′ , i.e. p′

ss′ = vspss′ . The local balance
equation is πsp′

ss′ = πs′p′

s′s, where s
′

= s ± 1. Finally, the
balance equation for the CTMC is shown in Eq. (24)

πs′
∑

k ̸=s′
p′

s′k =

∑
k ̸=s′

πkp′

ks′ , k ∈ S, s ∈ S, s′ ∈ S (24)

For simplification, we consider the two-dimensional CTMC
model. As shown in Figure 4, a 2-D CTMC model of the
birth-death type shows that a network consists of two zones,

where each state represents the active number of UEs in the
specific zone. The B&D rates of each state depend upon the
scheduling policy. In the Figure 4, the rows and columns
represent the active number of UEs in a zone. The total
number of states in 2-D CTMC is according to (Q+ 1)(Q+

2)/2, where Q is the total number of UE in the system.
In each state (u,v), u and v represent the active number of
UEs in zone 1 and zone 2. The sum of u + v is the total
number of active UEs in the system. The transition from
state (u,v) to state (u+1,v) shows that a new or handed-over
UE is allowed to zone 1, whereas the transition from state
(u+1,v) to state (u,v) shows that an UE is either switched
off or has departed from zone 1. Similar is the transition
from state (u,v) to state (u,v+1) and (u,v+1) to state (u,v) for
zone 2. The zone residency time is when an UE stays in a
specific zone for a certain amount of continuous time. The
arrival rate (λ) and the departure rate (µ) are exponentially
distributed as shown in Figure 5. To simplify, we assume
that an UE remains in a zone until the session finishes. The
B&D rates of the UEs in the model are state-dependent. Let
πu,v denote the steady-state probability of state (u,v) in 2-
D CTMC model. The balance equations can be obtained by
equating the transition probabilities of each state. From the
2-D CTMC state diagram we can have the rate of transition
for each state. For the state (u,v), the transition rate for ‘‘into
the state’’ is (v + 1)λ × πu−1,v+1 + a1ϵ1 × πu−1,v + vγ ×

πu,v−1 + (u + 1)µ × πu+1,v−1 and for ‘‘onto the state’’ is
[uµ + 2γ + a2ϵ2 + vλ]πu,v. These two rates must be equal.
The 2-D CTMC steady state probability π=[π0, π1, . . . , πQ]
for Q active UE, and P is the transition probability matrix
such as πP = 0. The normalization equation is as shown
in Eq. 25. The balance equations can be solved by using
direct substitutions. We have used MATLAB to solve these
equations and derive steady-state probabilities of the 2-D
CTMC model for the u+v active UEs in the network.

Q∑
u=0

Q−u∑
v=0

πu,v = 1 (25)

For example, when Q = 3, the number of states in the 2-D
CTMCmodel is (3+1)(3+2)/2 = 10. According to Figure 6,
the transition matrix is in Eq. 26, as shown at the bottom of
the next page.

Note that, based on modulation and coding schemes
(MCS) each cell can further be divided. According to this
the channel conditions and throughput also vary. In our
analytical program, we have considered only one MCS value
which means an UE is receiving uniform radio conditions
throughout the zone. Each cell is represented by a zone. For
simplification, we have considered only two zones and one
MCS value for the analytical model providing a bandwidth
of 3 and 5 MHz.

VI. SIMULATION RESULTS
In this section, we develop a simulator in MATLAB and
validate the effectiveness of our scheme in the 5G HetNet

13642 VOLUME 12, 2024



L. Sharma et al.: Discontinuous Reception Based Energy-Efficient User Association for 5G HetNet

FIGURE 6. Two-Dimensional CTMC model, when Q or (u + v ) = 3.

environment. In this study, we have considered an MBS and
six small BSs, which are connected to distinct CCs of 1.4,
3, 5, 10, 15, and 20 MHz of bandwidth. Channel qualities
are adopted in the simulation, as shown in Table 3. In the
current study, for simplification to validate the performance,
we considered CA of maximum 2 CCs; which can be
easily extended to accommodate a greater number of CCs.
In addition, we have deployed Poisson packet data trafficwith
pseudo-random integral packet inter-arrival rate in the range
between 0 and a maximum of 50 ms. In a simulation, each
UE is connected to a general traffic, receiving data packets
connected to three applications/flows containing two GBR
and one non-GBR applications similar to [9]. To compare our
simulation results we have considered different scheduling
schemes, that are first-come-first-serve (FCFS) [26], PF
[27], Modified Largest Weighted Delay First (MLWDF)
[28] and Serving-Ratio (SR) [29]. In order to check the
effectiveness of our scheme, we under-load and over-load the
network while varying the number of UEs from 200 to 1000.
The simulation parameters are shown in Table 4. Note
that each simulation result has been averaged by at least
1000 experiments.

We consider five performance metrics: (i) Wake-up Ratio:
The ratio of wake-up sub-frames over the total execution sub-
frames of an UE; (ii) Average Delay: It is the sum of delays
introduced by the traffic model and the DRX. Each packet
has an inter-packet arrival time, which follows an exponential
distribution with some means that cause some delay. And the
extra delay is due to the active mode of DRX mechanism by
some packet scheduling mechanism by the BS; (iii) Average
Network Throughput (Mbps) (iv) Number of UEs: It is the
number of UEs in the corresponding cell which have been
allocated some number of RBs in a time frame, as in over-
load scenario some UEs may not be allocated RBs; and (v)
Data Dropped Rate: It is the ratio of number of the packets
failed to receive over the total number of packets of the UE.
To compare, we have used previous schemes such as FCFS,
PF, MLWDF, and SR packet data traffic schemes.

FIGURE 7. The average network throughput (in Mbps) while varying the
number of UEs.

First, we investigate how the number of requesting UEs
affect the average Network Throughput. In general, while
increasing the number of UEs, throughput also increases
proportionally [19]. As shown in Figure 7, the average
network throughput (in Mbps) increases while employing
our scheme with data packet scheduling. In our simulation,

P =



0 1 2 3 4 5 6 7 8 9
−a1ϵ1 a1ϵ1 0 0 a2ϵ2 0 0 0 0 0
γ −(a1ϵ1 + γ ) a1ϵ1 0 µ a2ϵ2 0 0 0 0
0 2γ −(a1ϵ1 + 2γ ) a1ϵ1 0 2µ a2ϵ2 0 0 0
0 0 3γ 0 0 0 3µ 0 0 0
γ λ 0 0 0 a1ϵ1 0 a2ϵ2 0 0
0 γ λ 0 γ 0 a1ϵ1 µ a2ϵ2 0
0 0 γ λ 0 2γ 0 0 2µ 0
0 0 0 0 0 2λ 0 0 a1ϵ1 a2ϵ2
0 0 0 0 0 0 2λ γ 0 µ

0 0 0 0 0 0 0 3γ 3λ 0


(26)
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TABLE 3. LTE-A standards modulation and coding schemes [19].

TABLE 4. Simulation parameters.

we have considered an over-load scenario above 75%. In our
case, our total RBs is 441. At 400 number of UEs, there
is a change in all the curves, as from here our scheme
effectively offloads data to other SBSs. The PF shows
better performance since it gives higher priority to that UE,
whose rate performance is better than others. The MLWDF
also shows a similar trend but with lesser average network
throughput. Since MLWDF loses more number of packets
as mentioned in section III-B, the SR shows a similar curve
which is a very similar trend as shown in paper [29]. Once
the network is in an overload scenario while SR considers the
remaining serving ratio, it determines the allocation order.
It also maintains the lower average delay (which is evident
from Figure 9) but SR + our scheme flattens in the over-load
scenario since it gives higher priority to the UEs having less
DAD in the DCPF parameter.

Secondly, we investigate the number of serving UEs with
the number of requestingUEs as shown in Figure 8. By imple-
menting our scheme with the data packet scheduling, all of
them show a similar increase in serving UEs. The PF and
MLWDF show less number of servedUEs, as they give higher
priority to the higher data rate UEs. While introducing our
scheme both show a significant change as more number of
UEs get connected to it. In our scheme, the RARF enhances
those UEs that are at the edge, since they show a significant
change in allocation while shifting from over-loaded BSs
to the under-loaded BSs. That is why they both show a

FIGURE 8. Assigned UEs to the network while varying the number of UEs.

FIGURE 9. Average delay while varying the number of UEs.

significant change in the served UEs. Whereas, the FCFS and
SR also improve the number of served UEs. Next, we have
investigated the Average delay as shown in Figure 9. Our
scheme has significantly reduced the average delay, as the
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first phase of our proposed scheme guarantees the QoS of
an UE, which can be witnessed in results. In our scheme,
the reason of increase, is as the network is getting saturated
and it becomes difficult to serve all UEs’ packets under the
consideration of packet delay budgets. Once the overloading
phase triggered (near to 400 number of requesting UEs)
according to the Eq. (21) and (22). Our scheme start selecting
those UEs whose DCPF value is low. DCPF is the product of
delay and power consumption. Due to this there will be higher
priority to lower delay UEs. Lower delay is also one of the
favorable conditions for the UEs. That is why the execution
of our scheme significantly reduces the average delay.

FIGURE 10. The data dropped rate of UE.

Additionally, we explore the data dropout rate, as depicted
in Figure 10. Our scheme has shown a reduced dropped
rate while increasing the number of requesting UEs. As it
is known that an over-loaded BS shows higher data dropped
rate whereas, in an under-loaded BS always shows a reduced
dropped rate. Since our scheme shifts UEs from over-loaded
BSs to under-loaded, it means that the dropped rate has to be
reduced which is evident from the results.

FIGURE 11. The DRX wake-up ratio while varying the number of UEs.

Finally, we investigate the average wake-up ratio of
different data packet scheduling with and without our scheme
as shown in Figure 11. The increased wake-up ratio shows the
overhead cost introduced by the increased number of serving
UEs. The average increased number of UEs (For example
(FCFS+our scheme) - FCFS) for PF, MLWDF, FCFS and
SR are 84, 60, 32, and 29 respectively. Similarly, the average
increased wake-up ratio of UEs for PF, MLWDF, FCFS and
SR are 0.07, 0.06, 0.0458, and 0.0457 respectively. From this
we can say that the increased wake-up ratio is due to the
overhead cost introduced by the increased number of UEs.
The PF and MLWDF shows the least wake-up ratio as less
number of UEs connected to them, whereas after introducing
our scheme to PF andMLWDF, there is an increase in number
of UE, which results in higher wake-up ratio.

VII. LIMITATIONS OF THE CURRENT MODEL
Following studies [30], [31], [32], [33] contribute valuable
insights and their limitations into queuing analysis and
mathematical modeling for mobile communication networks.
Studies [30], [31] introduces a mathematical model for
the queueing analysis of mobile communication network
cells, considering the operation with mobile users. The
model computes the key performance measures based on
cell bandwidth and zone division. User activation processes
in different zones are defined using a marked Markovian
arrival process. A noted limitation is the common rep-
resentation of zones as concentric rings, overlooking the
general variability due to interference with surrounding Base
Stations. To simplify, the authors focuses solely on a single
user class. In contrast, another study [32] employed multi-
dimensional model, aligned with a Markov process, exhibits
insensitivity to the distribution of UE session duration, as the
state probabilities exclusively rely on the mean service time
[34]. However, this model imposes constraints on inter-
dimensional dependence, limiting the number of UEs for
a specific zone to an upper bound. In each region, UEs
exhibit varying channel qualities within the cell, potentially
encompassing a considerable range of values. To simplify
analysis, the study assumes that an active UE’s session occurs
in one of these zones with a specified probability. Another
analysis [33] acknowledges that the total service time for an
UE in a cell involves visiting a random number of zones
during its sojourn. This results in the total service time
being a combination of a random number of exponential
variables, with parameters dependent on the visited zone.
Study suggests the use of phase-type (PH) distribution,
known for describing total service times in cells. However,
the challenge arises as the traditional PH distribution is
designed for homogeneous customers, whereas the model
in consideration involves heterogeneous customers. In the
proposed model, the total service time can conclude either
successfully or non-successfully, with an UE departing from
the cell before service completion—a differentiation not
captured by the traditional PH distribution.
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In conclusion, the varied perspectives on queuing analysis
and mathematical modeling presented in these studies
provide valuable insights. While one focuses on performance
measures and zone representations, the other explores multi-
dimensional considerations, emphasizing the limitations of
current model in heterogeneous users. These findings helps
to simplify the complex nature of model and also guide the
refinement of my research, contributing to a more adaptable
mathematical model for mobile communication networks.

VIII. CONCLUSION AND FUTURE WORK
In this study, we have addressed the offloading mechanism
by effective UA while considering the UE’s power, and
guaranteed QoS in dense HetNet environment. We have
proposed a meta-heuristic three-phase scheme that optimizes
the performance of both UEs and the network. In the
first phase, DRX optimization problem is addressed that
configures the DRX parameters based on the QoS such as
traffic bit-rate, packet delay budget, and packet loss rate
while saving power consumption of UEs. To evaluate the
performance of UEs in terms of power and delay, we consider
the DCPF, and for the BSs load, we calculate the relative
change of allocated RBs to the current and neighboring
BSs, i.e., RARF. The DCPF and RARF helps in optimizing
the network throughput and UE’s power performance. The
second phase estimates the DCPF and RARF performance
factors, whereas the third phase triggers the offloading.
Extensive simulation results show that our proposed scheme
improves the system throughput and decreases the average
delay of an UE significantly. Our scheme also increases the
number of served UEs in the network. The increase in the
wake-up ratio is due to the overhead cost of the increased
number of serving UEs. We have also analyzed the analytical
results while employing the 2-D CTMC and semi-Markov
model.

In future research, the objective is to enhance the math-
ematical model for heterogeneous mobile communication
networks by incorporating various user classes, including
real-time versus non-real-time users, static and mobile users,
diverse mobility profiles, and varying QoS demands of
different applications and services. This effort seeks to
provide practical solutions for optimizing system perfor-
mance across a wide range of user scenarios. Additionally,
another research direction explores a scheme grounded in
reinforcement learning. This approach aims to optimize
DRX configuration parameters and further refine network
optimization strategies.
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