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Abstract—Tire Pressure (TP) sensors are an essential component of the Tire Pressure Monitoring System (TPMS) for
smart vehicles. Each TP sensor is mounted on a wheel for real-time
detecting and monitoring abnormal tire conditions to ensure driving
safety. In the TPMS system, multiple TP sensors transmit sensing
data randomly at a regular period to the TPMS receiver with a special
communication module of 433 MHz. Traditionally, the TPMS receiver
adopts a power saving mechanism to perform wake-up and sleep
operation within a fixed cycle length for sensing data collection to
save energy. However, the transmission delay may become worse
once the number of TP sensors increases. Therefore, this letter tries
to consider such problem and develops a dynamic scheduling approach for the TPMS by balancing the energy efficiency
while ensuring data transmission delay. Specifically, the proposed approach exploits a reinforcement learning approach
to dynamically control the wake-up and sleep periods of the TPMS receiver based on the designed reward function.
Simulation results show that the proposed approach can significantly decrease data transmission delay by 21.94%–64.13%
in average and improve energy efficiency by 5.29%–39.57% in average, as compared with the existing schemes.

Index Terms—Sensor Systems, dynamic scheduling, energy efficiency, reinforcement learning, tire pressure (TP) sensor transmission,
transmission delay.

I. INTRODUCTION

Tire Pressure Monitoring System (TPMS) is an advanced technology
designed to monitor abnormal conditions and ensure driving safety [1].
The system relies on tire pressure (TP) sensors, which are mounted
on a vehicle’s tires, enabling to transmit real-time data wirelessly at
regular intervals to the TPMS receiver through a dedicated module
operating at 433 MHz, as shown in Fig. 1.

In a TPMS, transmission delay and energy efficiency are critical
factors. Timely transmission from TP sensors is crucial for real-time
monitoring and prompt detection of abnormal tire conditions, as delays
can compromise vehicle safety and performance [2]. Energy efficiency
directly affects TPMS battery life, optimizing sleep operation and
minimizing the need for frequent battery replacements or recharg-
ing [3], [4]. Traditionally, the TPMS receiver adopts a power saving
mechanism, which performs wake-up and sleep operations within a
fixed cycle length to collect sensing data so as to improve energy
efficiency [5]. However, if the number of TP sensors increases, such
as the truck with six TP sensors or container car with 12 TP sensors, as
shown in Fig. 1, the transmission delay would become worse severely.
Therefore, this letter tries to address these issues and asks how to
optimize the power saving mechanism of the TPMS receiver to balance
the tradeoff between transmission delay and energy efficiency.

To tackle this problem, we propose a dynamic sleep scheduling
for the TPMS based on reinforcement learning technology. The main
idea of reinforcement learning is to train an agent based on the
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Fig. 1. TPMS with (a) four TP sensors, (b) six TP sensors, and (c) 12
TP sensors.

current data arrival rate to make optimal decisions in an environment,
specifically estimating the optimal wake-up and sleep actions, which
can potentially reduce the transmission delay and prioritize energy
efficiency. Through extensive simulations, it shows that the proposed
scheme can improve the energy efficiency and transmission delay, as
compared with traditional schemes.
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II. RELATED WORK

In recent years, numerous approaches have been made to address the
importance of energy efficiency and transmission delay for wireless
sensors [6], [7]. To consider these issues, several approaches have been
proposed [5], [8], [9]. In [5], a power saving mechanism was adopted
to perform wake-up and sleep for data collection considering the
fixed-sleep cycle length. In [8], a tree construction and link scheduling
approach was proposed, whereas [9] adopted a breadth-first search
approach to reduce the energy consumption. However, these studies
primarily focused on energy-saving strategies with a limited number
of sensor nodes, neglecting the challenges that emerge when handling
a larger number of sensor nodes.

The authors of [10], [11], and [12] presented algorithms that focused
on reducing transmission delay in wireless sensors through elliptic
curve, dynamic adjustment, and wake-up scheduling techniques, re-
spectively. However, these studies neglected the significance of energy
efficiency in addition to minimizing data transmission delay. The
authors in [13] and [14], proposed approaches to enhance energy
efficiency in wireless sensors through reinforcement learning, optimal
sleep scheduling, and stochastic cooperative decision, respectively.
However, these studies primarily focused on energy efficiency and did
not comprehensively consider data transmission delay. The authors
in [15] and [16] introduced energy-efficient approaches for collect-
ing periodic and real-time data in wireless sensors and nanosensor
networks, respectively. However, these studies emphasize energy ef-
ficiency and neglect the comprehensive consideration of transmission
reception ratio and data transmission delay. This motivates us to study
the problem.

III. PROBLEM DEFINITION

In this letter, we consider a TPMS system with one receiver and
n TP sensors denoted by STP = {sTP

1 , sTP
2 , . . ., sTP

n }. Each TP sensor
periodically transmits its sensing data through a 433 MHz module
at an interval of T S (±0∼δ) s to the TPMS receiver and forms a star
topology [17]. In addition, the TPMS receiver can be scheduled to wake
up and receive the TP sensing data or go to sleep to save energy. Our
problem asks how to well determine the wake-up and sleep periods of
the system to enhance energy efficiency, minimize transmission delay,
while increasing the data reception rate of TP sensor transmissions.

IV. PROPOSED SCHEME

In this section, we will introduce a novel scheduling approach,
which leverages a Q-learning based reinforcement learning approach
to dynamically perform wake-up and sleep operation. The main idea is
to monitor the historic data reception rate and estimate the current data
arrival possibility to perform wake-up and sleep operations, which can
potentially reduce the transmission delay and ensure energy efficiency.
Specifically, the Q-learning composes of the state and action spaces,
and trains an agent to learn and maximize the reward value. The
agent dynamically performs the actions of wake-up and sleep based
on the learned Q-values, where the training process iteratively updates
Q-values according to the observed rewards. The concept of Q-learning
is illustrated in Fig. 2.

In the following, we precisely describe the details of each component
of Q-learning.

A. State Space

We define the state space as S = {s1, s2, .., st , ..}, which represents
the system conditions at time slot t , including historic data reception
rate, energy efficiency of system, and transmission delay history. The

Fig. 2. Concept of Q-learning approach.

transmission delay history refers to the record of past transmission
delays of each sensor experienced in the system. It captures the
time delays observed during previous transmissions and provides a
historical context for the current system conditions.

B. Action Space

We define the action space as A = {a1, a2, . . ., at , ..}, where a = 1 is
for wake-up and a = 0 is for sleep, which represents the set of possible
actions that the agent can take. In our proposed approach, the actions
correspond to the scheduling decisions for the TPMS receiver.

C. Agent

The agent learns to make the best scheduling decision by observing
the current state (wake-up or sleep) of the system and selecting actions
that maximize the expected cumulative reward over time.

D. Q-Learning Approach

We utilize the Q-learning algorithm [11] to train the agent. The
Q-learning algorithm maintains a Q-value function, Q(s, a), which
estimates the expected cumulative reward when taking action a at state
s. The Q-value function is updated iteratively based on the observed
rewards and the learning rate (α).

E. Reward Function

By designing the reward function and using the Q-learning, our
proposed approach can dynamically schedule the wake-up and sleep
for the TPMS receiver. The reward function is defined as follows:

R(st , at , st+1) = ωs × RR(n, t ) + ωe × EE (n, t ) − ωd × TD(n, t ) (1)

where R(st , at , st+1) represents the reward function and ωs, ωe, and
ωd are the weighting factors to determine the relative importance
of successful data reception rate RR(n, t ), energy efficiency EE (n, t ),
and transmission delay TD(n, t ), respectively. Specifically, this reward
function takes into account factors of successful data reception rate

RR(n, t ) =
∑n

i=1 NR
i (t−W S :t )

NT (t−W S :t )
, where

∑n
i=1 NR

i (t − W S : t ) represents the

number of TP sensors received, and NT (t − W S : t ) represents the
total arriving TP sensors during a window size W S . Energy efficiency

is defined by EE (n, t ) =
∑t

i=1 W R
i (t−W S :t )

W T (t−W S :t ) , where
∑t

i=1 W R
i (t − W S : t )

is the total number of wake-up slots with receiving transmission
and W T (t − W S : t ) = ∑t

i=(t−W S ) at are the total wake-up slots dur-
ing the same interval. Transmission delay is defined by TD(n, t ) =
[

∑n
i=1(T R

i −T R′
i )−T S

n ]+, where T R′
i is the TP sensor successful received

time previously, and T R
i is TP sensor received time after T R′

i in the
TPMS system. If this difference exceeds a sensor arriving interval T S ,
it will be counted as a transmission delay.
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Fig. 3. Dynamic sleep scheduling of the TPMS with Q-learning.

F. Q-Learning Model Training

A. Initialization: Initialize the Q-table with arbitrary values for
each state–action pair.

B. Training Loop: We iterate through the following steps until
convergence.

1) Monitor the state of TPMS receiver, denoted by s.
2) Observe the current state at time slot t of TPMS receiver, denoted

by st .
3) Choose an action of time slot t , at (wake-up or sleep), for the

TPMS receiver based on the epsilon-greedy policy using the
Q-values.

4) Execute the selected action at , and observe the resulting state
st+1, including energy efficiency EE (n, t ), and transmission
delay TD(n, t ), and successful data reception rate RR(n, t ), based
on the current state (st ), selected action (at ), and resulting state
(st+1).

5) Update the Q-value of the chosen state–action pair using the
Q-learning update equation

Q(st , at ) = Q(st , at ) + α[R(st , at , st+1)

+ γ max(Q(st+1, at+1)) − Q(st , at )] (2)

where Q(st , at ) represents the Q-value of state–action pair
(st , at ), and R(st , at , st+1) denotes the reward received for taking
action at at state st to state st+1. Note that α is the learning rate
(where 0 < α < 1) and γ is discount factor (where 0 ≤ γ < 1).

G. Q-learning based Dynamic Scheduling

1) Deploy the trained Q-learning model in the system to dynami-
cally schedule the current slot to wake-up or sleep in the TPMS
receiver.

2) Maximize the reward function, denoted by R(st , at ), through
the predefined performance metrics in terms of sensor reception
rate, energy efficiency, and transmission delay.

At the end of the training process, we obtain the final Q-table, which
represents the learned optimal action values for each state–action pair.

In the following, we show an example of our approach with Q-
learning in Fig. 3, to calculate the value of reward function based
on the three important factors, where the current time slot is t = 7
and there are n = 4 TP sensors. In this figure, we can see that it has
performed sleep for the first two slots and wake-up for the remaining
four slots. Due to transmission delay or collision, two wake-up slots
failed to receive the transmission, whereas next two wake-up slots suc-
cessfully received the transmissions. According to (1), the successful
data reception rate RR(4, 7) = 2

4 = 0.5, means only two TP sensors
received over a total of four TP sensor transmissions; energy efficiency

Fig. 4. Comparisons on (a) data transmission delay and (b) success-
ful transmissions reception rate of all schemes.

EE (4, 7) = 2
4 = 0.5, means only two wake-up slots with receiving

transmission over a total of four wake-up slots. Now, considering the
weighting factors are ωs = ωe = 0.4 and ωd = 0.2, the reward value
is derived by R(s7, a7, s8) = 0.4 × 2

4 + 0.4 × 2
4 − 0.2 × 0 = 0.4 ac-

cordingly. Note that TD(4, 7) = 0 as we assume the transmission delay
does not exceed the sensing arriving interval.

V. PERFORMANCE EVALUATION

In this section, we conduct a simulator by Python to evaluate the
efficiency of our proposed scheme. The simulation includes 4–32
TP sensors with a periodic and random transmission at an interval
of T S (±0–δ) seconds, where T S = 32 and δ = 2 [17]. We com-
pare our scheme against a Traditional (1:2), Traditional (1:4) [5],
SARSA(λ) [16], and SMCC [14] schemes. The traditional scheme
uses a fixed cycle length to perform wake-up and sleep operation to
ensure the transmission delay while saving energy, where the sleep
cycle length is 3 s (1 s for wake-up and 2 s for sleep) and 5 s (1 s for
wake-up and 4 s for sleep) denoted as Traditional (1:2) and Traditional
(1:4), respectively. SARSA(λ) is a temporal-difference learning-based
algorithm, which updates action-value estimates by considering the
immediate reward. The SMCC scheme enables sensors to determine
their optimal cooperation scope using stochastic decision-making con-
sidering metrics for energy and delay. In the simulation, the experiment
is examined by >10 000 time slots. Note that the weighting factors
of our scheme are ωs = ωe = 0.4 and ωd = 0.2. In addition, we
use learning rate α = 0.9, discount factor γ = 0.1, and window size
W S = 32.

A. Data Transmission Delay

First, we observe the data transmission delay of all schemes. In
Fig. 4(a), we can see that our Q-learning approach outperforms the
Traditional (1:2), Traditional (1:4), SARSA(λ), and SMCC schemes
for any number of sensor transmissions. The Traditional (1:2) and
Traditional (1:4) schemes use fixed wake-up and sleep slots, whereas
SARSA(λ) and SMCC update values based on the actual actions taken
during exploration, which causes slower convergence and higher trans-
mission delays as the number of sensor transmissions increases. Our
approach dynamically adjusts the wake-up and sleep periods based on
learned Q-values to optimize the cycle length and ensure timely data
transmission. This significantly decreases data transmission delays by
an average of 21.94%–64.13% compared with other schemes.

B. Transmission Reception Ratio

Next, we observe successful transmission reception ratio of all
schemes. In Fig. 4(b), our Q-learning approach consistently out-
performs Traditional (1:2), Traditional (1:4), SARSA(λ), and SMCC
schemes across any numbers of sensor transmissions. The Traditional
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Fig. 5. Comparisons on (a) energy waste and (b) number of waste
time slots of all schemes.

(1:2) and Traditional (1:4) schemes rely on fixed cycle lengths for
wake-up and sleep operations over random sensor transmission, result-
ing in lower reception rate, whereas SARSA(λ) and SMCC schemes are
more sensitive to policy stability, environmental changes, and stochas-
tic cooperative decisions, respectively. As a result, these schemes
lead to lower transmission reception ratio. The proposed Q-learning
approach effectively explores different wake-up and sleep schedules
for better transmission reception ratios. Since Q-learning learns from
the best actions, regardless of the agent’s behavior, enabling the
identification of optimal sleep patterns, adaptation to system changes,
and optimization of transmission reception timings. Our approach
ultimately improves transmission reception ratios.

C. Energy Waste

We observe the energy waste of all schemes based on window
size W S = 32, as shown in Fig. 5(a). The energy waste is de-
fined as Energy Waste(%) = (1 − EE (n, t )) × 100. We can see that
our Q-learning approach surpasses Traditional (1:2), Traditional
(1:4), SARSA(λ), and SMCC schemes in terms of energy waste
through dynamic sleep scheduling, optimal decision-making, balanced
exploration-exploitation, and delayed reward learning. The Traditional
(1:2) and Traditional (1:4) schemes use fixed wake-up and sleep slots,
which are inefficient for varying sensor transmission. Meanwhile,
SARSA(λ) exhibits slow convergence and makes suboptimal decisions,
and SMCC leads to suboptimal sleep scheduling decisions in dynamic
scenarios, resulting in increased energy waste. Our scheme adaptively
adjusts sleep intervals and considers both short-term, the immediate
benefits from specific actions and long-term rewards, the cumulative
benefits over the time, resulting in reduced energy consumption by
5.29%–39.57% on average.

D. Number of Waste Time Slots

Finally, considering a window size ofW S = 32, we examine number
of waste time slots across all methods, as depicted in Fig. 5(b). The
number of waste time slots is defined as the total wake-up slots without
receiving transmission data over a window size. Notably, our Q-
learning approach outperforms all other schemes in terms of the num-
ber of waste time slots. The superiority of Q-learning over Traditional
(1:2), Traditional (1:4), SARSA(λ), and SMCC schemes is achieved
through its adaptive capabilities and dynamic sleep scheduling. The
Traditional (1:2) and Traditional (1:4) schemes use a fixed number of
wake-up slots, which is not optimal for randomly transmitted sensors.
In contrast, SARSA(λ) adopts an on-policy strategy, and SMCC selects
task schedules aimed at achieving comprehensive decisions, ultimately
leading to an increase in the number of wasted time slots.

VI. CONCLUSION

In this letter, we have addressed the sleep scheduling problem of
the TPMS under the consideration of energy efficiency, transmission
delay, and the successful data reception rate. We have introduced a
dynamic scheduling approach based on Q-learning. The main idea is
to optimize wake-up and sleep operations based on the designed reward
function to potentially reduce energy consumption while maintaining
transmission reception ratio. Simulation results have verified that our
approach has better performance in terms of energy efficiency and
transmission reception ratio.

ACKNOWLEDGMENT

This work was supported in part by NSTC under Grant 109-2221-E-024-012-MY3 and
Grant 109-2221-E-024-013-MY3.

REFERENCES

[1] B. Afshar, M. Fathy, M. Asgari, M. Shahverdy, and P. Shahverdi, “A machine
learning-based approach to detect polluting vehicles in smart cities,” in Proc. 6th
Int. Conf. Smart Cities, Internet Things Appl., 2022, pp. 1–5.

[2] S. Manikandan, N. Poongavanam, V. Vivekanandhan, and T. A. Mohanaprakash,
“Performance comparison of various wireless sensor network dataset using deep
learning classifications,” in Proc. IEEE Int. Conf. Mobile Netw. Wireless Commun.,
2022, pp. 1–4.

[3] S. M. A. Rahaman and M. Azharuddin, “An efficient charging scheduling scheme
to enhance the wireless rechargeable sensor networks’ lifespan,” in Proc. Int. Conf.
Intell. Syst. Adv. Comput. Commun., 2023, pp. 1–6.

[4] M. I. Tawakal, M. Abdurohman, and A. G. Putrada, “Wireless monitoring system for
motorcycle tire air pressure with pressure sensor and voice warning on helmet using
fuzzy logic,” in Proc. Int. Conf. Softw. Eng. Comput. Syst. 4th Int. Conf. Comput.
Sci. Inf. Manage., 2021, pp. 47–52.

[5] S. Mishra and J.-M. Liang, “Design and analysis for wireless tire pressure sensing
system,” in Proc. Int. Comput. Symp., 2022, pp. 599–610.

[6] X. Luo, C. Chen, C. Zeng, C. Li, J. Xu, and S. Gong, “Deep reinforcement learning
for joint trajectory planning, transmission scheduling, and access control in UAV-
assisted wireless sensor networks,” Sensors, vol. 23, no. 10, 2023, Art. no. 4691.

[7] X. Fu and J. G. Kim, “Deep-q-network-based packet scheduling in an IoT environ-
ment,” Sensors, vol. 23, no. 3, 2023, Art. no. 1339.

[8] N. Ghosh and I. Banerjee, “Energy-efficient compressive sensing based data gather-
ing and scheduling in wireless sensor networks,” Wireless Pers. Commun., vol. 128,
pp. 2589–2618, 2023.

[9] B. R. Srinivasa, “Energy and delay balance ensemble scheduling algorithm for
wireless sensor networks,” in Proc. Res. Adv. Netw. Technol., 2023, pp. 1–14.

[10] B. Bettoumi and R. Bouallegue, “Efficient reduction of the transmission delay of
the authentication based elliptic curve cryptography in 6LoWPAN wireless sensor
networks in the Internet of Things,” in Proc. Int. Wireless Commun. Mobile Comput.,
2021, pp. 1471–1476.

[11] J. Li, W. Shi, N. Zhang, and X. Shen, “Delay-aware VNF scheduling: A reinforce-
ment learning approach with variable action set,” IEEE Trans. Cogn. Commun. Netw.,
vol. 7, no. 1, pp. 304–318, Mar. 2021.

[12] J. Mhatre and A. LeeG, “Dynamic reinforcement learning based scheduling for
energy-efficient edge-enabled LoRaWAN,” in Proc. IEEE Int. Performance, Com-
puting, Commun. Conf., 2022, pp. 412–413.

[13] X. Cao, J. Wang, Y. Cheng, and J. Jin, “Optimal sleep scheduling for energy-efficient
AoI optimization in industrial Internet of Things,” IEEE Internet Things J., vol. 10,
no. 11, pp. 9662–9674, Jun. 2023.

[14] Y. Yang and T. Song, “Energy-efficient cooperative caching for information-centric
wireless sensor networking,” IEEE Internet Things J., vol. 9, no. 2, pp. 846–857,
2022.

[15] S. Kumar and H. Kim, “Energy efficient scheduling in wireless sensor networks for
periodic data gathering,” IEEE Access, vol. 7, pp. 11 410–11 426, 2019.

[16] J. Xu, H. Huang, Y. Zhao, and L. Lin, “A MAC protocol based on energy scheduling
for in-vivo wireless nanosensor networks,” in Proc. IEEE Wireless Commun. Netw.
Conf., 2021, pp. 1–6.

[17] AVE, “Ave external sensor specification,” Accessed: Sep. 23, 2023. [On-
line]. Available: http://www.avetechnology.com/index.php?unit=products&lang=
en&act=view&id=89

http://www.avetechnology.com/index.php{?}unit=products&lang=en&act=view&id=89
http://www.avetechnology.com/index.php{?}unit=products&lang=en&act=view&id=89


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


