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Abstract
In 5G mobile communications, Cloud-RAN (C-RAN) (Camps-Mur et al. in IEEE Commun Mag 57:99–105, 2019) is

proposed to provide broadband services. It separates computation entities, i.e., baseband units (BBUs), from base stations

and puts all BBUs in a centralized cloud. Existing researches have investigated how to enhance user equipments (UEs) to

receive data from multiple collaborative cells by leveraging the dynamic point selection (DPS) technology. Collaborative

transmission may cause higher energy consumption for UEs. Although 3GPP has defined the discontinuous reception

(DRX) mechanism by regulating UEs to turn off their radio interfaces in a periodical manner, how to well coordinate DRX

with DPS under the C-RAN architecture is still left as an open issue. This paper is the first one addressing this resource

optimization problem in C-RAN with DPS, which asks how to optimize DRX parameters of UEs by considering their

quality-of-service (QoS). We prove this problem to be NP-complete, and then propose two effective and efficient DPS

solutions, called serving-ratio (SR) scheme and cost-aware (CA) scheme. SR serves UEs based on a special ‘serving ratio’

to ensure UEs receiving continuous subframes, especially for those in cell intersections. On the other hand, CA exploits the

strategies of minimal scheduling costs to balance energy and throughput efficiency in a perspective way. Extensive

simulation results validate that our schemes can successfully achieve higher system throughput, provide better resource

utilization, and serve more UEs while guaranteeing their QoS and saving considerable energy as compared to existing

schemes.

Keywords 5G � Cloud radio access network (C-RAN) � Discontinuous reception (DRX) � Dynamic point selection (DPS) �
Power saving � Sleep scheduling
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1 Introduction

Cloud Radio Access Network (C-RAN) has received a lot of

attention recently [1–3]. It has a centralized network

architecture that separates baseband units (BBUs) from

base stations (BSs), puts BBUs in a cloud pool, and leaves

remote radio heads (RRHs) at cell sites. Thus, it can col-

laborate cells centrally to enhance system throughput

[4–7], reduce inter- and intra-cell interference to increase

spectrum utilization and system capacity [8–10], and fur-

ther ensure the traffic delay and satisfy the requirements of

UEs [11–13]. One of the C-RAN technology is dynamic

point selection (DPS) [14], which allows a UE to be col-

laboratively served by multiple RRHs. Collaborative

transmission may cause higher energy consumption for

UEs. Although 3GPP (the 3rd Generation Partnership

Project) [15] has defined the discontinuous reception

(DRX) mechanism by allowing a UE to turn off its radio

interface when its evolved Node B (eNB) has no data for it,

how to optimize the DRX parameters to minimize the

energy consumption of UEs under the C-RAN with DPS

architecture is still an open issue.

In this paper, we address the DRX optimization problem

under given QoS constraints of UEs in C-RAN with DPS.

The objective is to minimize the wake-up periods of UEs

while satisfying their QoS requirements in terms of data

rate and packet delay. We model it as an optimization

problem and prove it to be NP-complete. We then propose

two heuristic scheduling schemes, called serving-ratio

(SR) scheme and cost-aware (CA) scheme. The goal of SR

is to avoid UEs’ unnecessary wake-up periods by serving

the UEs with smaller remaining serving ratio first. On the

other hand, CA exploits front cost and internal cost metrics

to avoid the allocated resource separately and further

improve resource utilization while maintaining energy

efficiency.

The main contributions of this paper are three-fold.

First, this is the first complete work addressing the energy

conservation issue under the C-RAN architecture by opti-

mizing both DRX parameters and DPS scheduling.1 Sec-

ond, we prove this problem to be NP-complete by reducing

it to the multi-dimensional knapsack problem [17]. We

then point out three key factors to improve system

throughput and energy consumption: (a) effective pairing

of cells and UEs, (b) serving UEs with the minimal

scheduling cost to better utilize resource, and (c) allocating

resource to edge UEs continuously to avoid unnecessary

wake-up periods. Based on these perspectives, we propose

SR and CA schemes, which incur time complexities of

O(NlogN) and OðN2Þ, respectively. Third, we show that SR

can well decrease UEs’ energy consumption and CA can

further enhance system throughput and resource utilization.

Our simulation results validate that jointly solving DPS and

DRX can increase 17–25% of system throughput in aver-

age and save at least 50% of UEs’ energy, compared to

existing schemes.

The rest of this paper is organized as follows. Related

work is discussed in Sect. 2. Preliminaries are given in

Sect. 3. Section 4 presents our schemes. Simulation results

are shown in Sect. 5. Conclusions are drawn in Sect. 6.

2 Related work

Resource optimization has been intensively studied for

C-RAN. References [3–13] consider traffic scheduling

under C-RAN with DPS. Reference [3] analyzes the per-

formance of DPS networks. The study [4] proposes a load-

and channel-aware DPS algorithm to enhance system

throughput. The study [5] presents a message-passing-

based DPS scheme for coordinated transmission to increase

sum rate. The work [6] proposes a joint cell assignment

scheme for downlink throughput maximization. The work

[7] proposes a benefit-based multi-cell selection scheme to

improve throughput of UEs. The study [8] proposes an

electromagnetic-field strategy for cell selection to enhance

network utilization. The work [9] develops an r-fraction

cell-selection scheme to improve network capacity. The

work [10] develops a dynamic hybrid clustering scheme for

LTE-A networks with DPS to enhance eNB backhaul

capacity. The study [11] designs two cell-loading DPS

schemes to enhance cell-edge performance. The work [12]

develops a cross-layer analytic model for UEs in sleeping

cells to reduce traffic delay and packet loss. The study [13]

proposes a dynamic resource allocation scheme to improve

QoS of UEs. However, the above works do not consider the

energy issue.

Energy saving under C-RAN is studied in [18–25]. The

work [18] proposes a network optimization scheme to

enhance energy efficiency in suburban and rural areas. The

study [19] proposes a coalitional-game-theory scheme to

identify the potential room for cooperation among different

mobile network operators to share energy under C-RAN.

The work [20] focuses on TDD C-RAN and proposes a

coexisting downlink-and-uplink beamforming scheme. The

work [21] considers C-RAN with dense APs and designs a

joint UE-AP association and beamforming scheme. The

work [22] proposes a cross-layer resource allocation

scheme under C-RAN to reduce system energy consump-

tion. The study [23] presents a cell association scheme to

enhance downlink energy efficiency. The work [24]

develops a traffic-aware RRH selection scheme to reduce

energy consumption of C-RAN. The work [25] proposes a

traffic-scattering scheme for group paging to reduce energy1 A preliminary version of this paper appeared in [16].
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consumption of UEs. However, the above studies focus

more on the lower-layer energy issue. DRX, which allows

a UE to schedule its radio on-off patterns, is not well

addressed for C-RAN. This motivates us to address the

joint resource allocation and sleep scheduling problem in

C-RAN.

3 Preliminaries

In this section, we first introduce the C-RAN architecture,

followed by the DRX mechanism and the formal definition

of our DRX optimization problem in DPS C-RAN.

3.1 C-RAN and DPS

C-RAN is designed to support collaborative transmissions

among RRHs. As shown in Fig. 1(a), it separates a tradi-

tional base station into two parts: digital function unit BBU

and radio function unit RRH. BBUs are placed in a BBU

pool in a cloud and connect with RRHs via optical fibers;

thus, it centralizes control. In C-RAN, DPS is a way to

realize collaborative transmission. When a UE is on the

borders of multiple cells, DPS can allocate multiple RRHs

to serve it. An example is shown in Fig. 1(b), where two

cells, Cell1 and Cell2, serve UE1 simultaneously. In this

example, UE1 receives data from Cell1 at time slots 1–2,

and switches to Cell2 at time slots 3–5. Hence, it can

enhance UEs’ data rates and balance RRHs’ traffic loads.

3.2 DRX

To save energy of UEs, the DRX mechanism is designed to

schedule downlink transmissions. The DRX configurations

are UE-specific and determined by eNB. When DRX is

activated, a UE performs wake-up/sleep operations in a

periodic cycle. An example is shown in Fig. 2, where the

basic duration is a subframe (with a length of 1 ms). There

are short and long cycles; since downlink communications

are usually used in real-time services, this paper focuses on

the short cycle. When DRX is enabled, four parameters are

defined: (1) DRX-cycle-length, (2) DRX-start-offset, (3)

On-duration, and (4) InactivityTimer. The DRX-cycle-

length is the period of the UE to receive data from the eNB.

The DRX-start-offset is the starting subframe of DRX-

cycle-length. The On-duration is the time when the UE has

to stay awake to monitor any data delivered from the eNB.

If any data is received, the UE starts InactivityTimer and

stays awake before the timer expires. If any data is

received, it resets the timer. When InactivityTimer expires,

the UE goes to sleep and turns off its radio interface.

During a sleep period, any data for the UE will be buffered

at the eNB until the next On-duration arrives.

3.3 DRX and DPS

In this paper, we investigate how to apply DRX to DPS in

C-RAN. We give an example in Fig. 3(a), where there are

3 cells (Cell1 �Cell3) serving 6 UEs (UE1 �UE6), where

Cell1 covers fUE1;UE3g, Cell2 covers fUE1;UE2;UE5;

UE6g, and Cell3 covers fUE2;UE4g. Suppose that UE1

(a) (b)

Fig. 1 C-RAN architecture and an example of DPS
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needs to receive two data subframes from Cell1 and one

data subframe from Cell2; UE2 needs to receive one sub-

frame from both Cell2 and Cell3; UE3 needs to receive two

subframes from Cell1; UE4 needs to receive one subframe

from Cell3; UE5 needs to receive two subframes from

Cell2; UE6 needs to receive one subframe from Cell2. Let

DRX-cycle-length of all UEs be 20 subframes. We illus-

trate the effect of different allocations in the following.

Figure 3(b) shows a poor allocation, which needs 8 sub-

frames to serve all UEs and takes 6 extra subframes per

cycle for UEs to stay awake; Fig. 3(c) shows another poor

allocation, which needs 11 subframes per cycle to serve all

UEs, but no extra wake-up period is incurred. Fig-

ure 3(d) shows a better allocation, which takes 7 subframes

per cycle to serve all UEs without any extra wake-up

period. Note that even if we have reserved a wake-up

period for a UE, its actual data reception time may vary

(shorter or longer) due to channel rate variation. Our design

will consider this factor.

3.4 Problem definition

We consider downlink transmission under the C-RAN

architecture. There are M RRHs (or cells) to serve N UEs

with DPS capability. Each UEi, i ¼ 1; . . .;N, is served by

one or more cells, denoted by serving cell set Cellseti , and

has an admitted data rate of Ri;j � 0 (bits/ms) and a delay

constraint of Di;j (ms) granted by Cellj 2 Cellseti . Note that

Ri;j can be zero if UEi is not granted any data from Cellj.

The subframe duration is 1 ms and the basic allocation unit

in a subframe is a resource block (RB). There are X RBs

per subframe. The actual data bits delivered in a RB

depends on the channel quality. Let Ci;j (bits/RB) be the

channel rate of UEi in Cellj. The optimization problem asks

Fig. 2 An example of DRX operation

(a)

(b)

(c)

(d)

Fig. 3 Some allocation examples of DRX with DPS
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how to schedule the data from these M cells to N UEs by

choosing proper DRX parameters for each UEi, including

DRX-cycle-length (Ti), DRX-start-offset (Zi), On-duration

(Oi) and InactivityTimer (Ii), such that more UEs can be

served without violating their QoS requirements in terms of

their delay constraints and admitted data rates while the

total number of wake-up subframes of UEs is minimal.

Theorem 1 The joint resource allocation and sleep

scheduling problem is NP-complete.

Proof To simplify the proof, we consider a special case

where the delay constraints of UEs are identical, i.e.,

Di ¼ D1, i ¼ 2; . . .;N. Hence, the best DRX-cycle-length

of UEi, i.e., Ti, should be the same as its delay constraint Di

and the best InactivityTimer Ii should be 0. In addition, we

consider the case of no spatial reuse when cells serve UEs.

We formulate the resource allocation problem as a decision

problem, called the DPS with DRX scheduling decision

(DDSD) problem, which is stated as follows: Given N UEs

and M cells, where each UEi, i ¼ 1; . . .;N can be served

cooperatively by the designated cells among Cellj,

j ¼ 1; . . .;M, we ask whether or not there exists a subset of

UEs, denoted by S, such that the total throughput is P and

the number of allocated subframes from the designated

Cellj is no more than its capacity Cj. We show that the

DDSD problem is NP-complete.

We first show that the DDSD problem belongs to NP.

Given a problem instance and a solution containing the

scheduling result, it can be verified whether or not the

solution is valid in polynomial time. Thus, this part is

proved. We then reduce the multi-dimensional knapsack

(MDK) problem [17], which is known to be NP-complete,

to the DDSD problem. Consider that there are N objects to

be packed into an M-dimensional knapsack. Every objecti
has a weight wi;j ð� 0Þ when packing the knapsack in the j-

th dimension, and has a profit di if all its dimensional

weights are packed successfully. Note that the knapsack

has a capacity constraint in the j-th dimension of Cj. The

MDK problem asks whether or not we can pack a subset of

objects such that the total object profit is P and the total

weights of the packed objects in the j-th dimension of the

knapsack are no larger than Cj.

We then construct an instance of the DDSD problem as

follows. Let N be the number of UEs and M be the number

of cells. Each UEi, i ¼ 1; . . .;N, can be served coopera-

tively by the designated j-th cell, j ¼ 1; . . .;M. If UEi is

served by all its designed j-th cells, it can contribute its

throughput demand di and Cellj should allocate wi;j

subframes to transmit its data. The total subframe capacity

for each Cellj is Cj. Our goal is to determine a subset of

UEs that contributes a total throughput P under the

capacity constraint of each cell. We show that the MDK

problem has a solution if and only if the DDSD problem

has a solution.

Suppose that we have a solution to the DDSD problem

such that there is a subset S of scheduled UEs and each

scheduled UEi 2 S needs to retrieve wi;j subframes from

each designated Cellj to satisfy its demand. In addition, the

total allocated subframes from Cellj cannot exceed its

subframe space Cj and the total throughput demands of all

scheduled UEs is P. By viewing the selection of UEs as the

selection of objects and the subframes of the M cells as the

M-dimensional knapsack, the serving results S constitute a

solution to the MDK problem. This proves the if part.

Conversely, let an object subset S ¼ f. . .; objecti;
objectiþ1; objectiþ2. . .g be a solution to the MDK problem.

We select UEi according to the index of the objects from

such a subset that contributes throughput di and requires

wi;j subframes from Cellj to transmit its demand. In this

way, the total throughput of the selected UEs is P and the

total number of allocated subframes in Cellj is no larger

than Cj. This constitutes a solution to the DDSD problem,

proving the only if part. h

4 Proposed schemes

Since this problem is NP-complete, finding an optimal

solution is impractical. We propose two energy-efficient

heuristics: SR and CA schemes, each with three stages, as

illustrated in Fig. 4. Stage 1 determines DRX-cycle-length

by considering each UE’s delay constraint and classifies

UEs with the same DRX-cycle-length into the same set.

Stage 2 determines data scheduling order and DRX-start-

offset. Specifically, it first chooses the cells containing the

most un-served UEs. Then, SR exploits the remaining

serving time ratio to pair cells with UEs; on the other hand,

CA exploits two different cost metrics to make decisions.

During this step, it has to guarantee that the chosen cell-UE

pair is interference-free with the existing scheduling.

Finally, it determines the DRX-start-offset. In Stage 3, both

schemes optimize On-duration and InactivityTimer by

three special rules to reduce each UE’s expected wake-up

ratio. The details are described as follows.

4.1 Scheduling details

Stage 1: Determining DRX-cycle-length (Ti)

To decide Ti for each UEi, we first find the strictest

delay requirement of each UEi served in Cellseti , denoted as

Dmin
i , i.e.,

Wireless Networks (2020) 26:1519–1534 1523
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Dmin
i ¼ minjfDi;jjCellj 2 Cellseti g: ð1Þ

Without loss of generality, let Dmin
1 �Dmin

2 � � � � �Dmin
N .

Then, we set T1 ¼ Dmin
1 and set Ti, i ¼ 2; . . .;N, as follows:

Ti ¼
Dmin

i

Ti�1

� �
� Ti�1: ð2Þ

Equation (1) implies Ti �Dmin
i for each UEi, which guar-

antees the receiving data to meet the delay constraint.

Meanwhile, it makes Ti an integer multiple of Ti�1, which

can help UEs to interleave their wake-up periods to avoid

resource competition. Note that the allocation results will

repeat after TN=T1 cycles.

Next, we classify UEs with the same DRX-cycle-length

into the same set and sort them according to their cycle-

lengths in an ascending order. Without loss of generality,

we have X classes of UEs, denoted by Classx, x ¼ 1; . . .;X,

each with a cycle-length Lx. These classes of UEs will be

scheduled sequentially in Stage 2.

Stage 2 (SR scheme): Determining Data Scheduling and

DRX-start-offset (Zi)

The main idea is to select the cells with the most un-

served UEs and schedule transmissions to those UEs with

the minimal required resource. In this way, subframes are

better utilized, potentially reducing the wake-up intervals

incurred by other UEs while increasing the number of

served UEs. Let f cur be the subframe index that is currently

available to serve UEs; initially, f cur ¼ 1. Then, let

InfCellf cur be the cells that will cause interference to the

current allocation results at Subframe f cur; initially,

InfCellf cur ¼ /. Denote SubframeAlloci;j;k 2 f0; 1g as the

scheduling matrix, where Cellj serves UEi at Subframe k if

SubframeAlloci;j;k ¼ 1; otherwise, SubframeAlloci;j;k ¼ 0. Initially,

SubframeAlloci;j;k ¼ 0 for all i, j, and k. We also define

SubframeStarti;j as the start subframe number of Cellj for

allocating RBs to UEi; initially, SubframeStarti;j ¼ 0 for all i,

j. Let UEUnServ
j be the set of UEs that have not been

served by Cellj; initially, UEUnServ
j ¼ fUEijUEi 2 Classx;

Cellj 2 Cellseti g, for j ¼ 1; . . .;M. Then, we let SAlloci be the

number of subframes that have been allocated to UEi. With

these, we define the remaining serving time ratio to

quantify the requirements for each UEi with Cellj 2 Cellseti :

RatioRemaini ¼ ðRjSi;jÞ � SAlloci

RjSi;j
; ð3Þ

where Si;j ¼
Ri;j�Ti

Ci;j�3ri;j

l m
X

2
666

3
777 is the estimated number of sub-

frames for the serving cell Cellj 2 Cellseti to serve UEi,

Ri;j � Ti is the total number of data bits that will arrive

during the cycle Ti of UEi, and Ci;j � 3ri;j is the worst

channel rate acquired from historical information.

According to this ratio, we iteratively choose the un-served

UE with the minimal serving ratio to be served until all

UEs are examined or no subframe is available. The detailed

steps are depicted as follows.

Step 1 For Subframe f cur, we collect the interference-

free cells with the maximal number of un-served UEs as

candidates, denoted by Cellcand ¼ fCellj�g, where

Cellj� ¼ argmax8j62InfCellf cur fjUEUnServ
j jg: ð4Þ

If Cellcand 6¼ /, go to Step 2 to find the serving UE.

Otherwise, no cell can be scheduled and we check the next

subframe as follows. If f cur þ 1� Lx, move to the next

subframe by setting f cur ¼ f cur þ 1 and go back to Step 1;

otherwise, no subframe is available for Classx and we

move to the next class by setting x ¼ xþ 1. If x�X, set

f cur ¼ 1; otherwise, go to Step 5 to finish this stage.

Step 2 Choose the UEi� 2 UEUnServ
j located in Cellcand

with the minimal ratio RatioRemaini to serve:

UEi� ¼ argminifRatioRemaini [ 0g: ð5Þ

Step 3 If multiple cell-UE pairs match, we choose the one

with the minimal required number of subframes:

Fig. 4 Workflow of our proposed schemes
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ðCellj� ;UEi� Þ
¼ argminjfSi�;jjCellj 2 ðCellseti� \ CellcandÞg:

ð6Þ

Step 4 Now, check if the the chosen pair ðCellj� ;UEi� Þ can

be scheduled at Subframe f cur without causing interference

to the existing allocation, i.e., if SubframeAlloci�;j;f curþD ¼ 0 for

all Cellj 2 Cellseti� and D ¼ 0; . . .; Si�;j� � 1, we allocate Si�;j�

subframes for the pair (Cellj� , UEi� ) at Subframe f cur, and

update the scheduling matrix by SubframeAlloci�;j�;f curþDþy�Lx ¼
1 and the interfering cell set by InfCellf curþDþy�Lx
¼ InfCellf curþDþy�Lx [ Cellseti� , for D ¼ 0; . . .; Si�;j� � 1,

y ¼ 0; . . .; ðLX
Lx
� 1Þ. Then, mark the start point of pair

(Cellj� ;UEi�) by SubframeStarti�;j� ¼ f cur, update the total

allocated subframes by SAlloci� ¼ SAlloci� þ Si�;j� , and remove

UEi� from UEUnServ
j� . Otherwise, add Cellj� to InfCellf cur and

go back to Step 1 to find the next candidate pair.

Step 5 Based on the above results, we set the DRX-start-

offset Zi for each UEi, i ¼ 1; . . .;N, by

Zi ¼ minfSubframeStarti;j jCellj 2 Cellseti g: ð7Þ

Below, we give an example in Fig. 5 to show one round

operation of Stage 2 in SR. We consider the network in

Fig. 5(a) with Cell1 �Cell3 serving UE1 �UE6, where

serving cells of UEs are Cellset1 ¼ fCell1;Cell2g,

Cellset2 ¼ fCell2;Cell3g, Cellset3 ¼ fCell1g, Cellset4 ¼
fCell3g, Cellset5 ¼ fCell2g, and Cellset6 ¼ fCell2g. Let the

serving times of UEs be S1;1 ¼ 2, S1;2 ¼ 1, S2;2 ¼ 1,

S2;3 ¼ 1, S3;1 ¼ 2, S4;3 ¼ 1, S5;2 ¼ 2, and S6;2 ¼ 1. Here,

we assume that the schedules have been operated for 5

rounds and several pairs have been scheduled, including

(Cell2,UE1) and (Cell3,UE4) at Subframe 1, (Cell2,UE2)

and (Cell1,UE3) at Subframe 2, and (Cell2,UE6) at Sub-

frame 3 (cycle length ¼ 20 subframes). Now, we consider

the current available subframe index f cur ¼ 4. Initially,

InfCell4 ¼ /. In Fig. 5(b), Step 1 selects Cell1, Cell2, and

Cell3 as the candidate cells because they are interference-

free and have the maximal number of un-served UEs, i.e.,

jUEUnServ
1 j ¼ jfUE1gj ¼ 1; jUEUnServ

2 j ¼ jfUE5gj ¼ 1;

jUEUnServ
3 j ¼ jfUE2gj ¼ 1. In Step 2, from the candidate

set fCell1; Cell2; Cell3g, UE2 is selected because its

remaining serving ratio is the minimal, i.e., RatioRemain2 ¼
1
2
\RatioRemain1 ¼ 2

3
\RatioRemain5 ¼ 1. In Step 3, since

(Cell3, UE2) is the only candidate pair, Step 4 then allo-

cates its service time S2;3 at Subframe f cur ¼ 4, updates

the scheduling matrix by SubframeAlloc2;3;4 ¼
SubframeAlloc2;3;4þ20 ¼ � � � ¼ 1, and selects the interference

(a)

(b)

(c)

Fig. 5 Operations of stage 2 in SR
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cell as InfCell4 ¼ InfCell4þ20 ¼ � � � ¼ / [ fCell2;
Cell3g. The starting point of the allocation is marked by

SubframeStart2;3 ¼ 4 and the current allocation result is

also updated by SAlloc2 ¼ 1 þ 1 ¼ 2 accordingly.

Finally, Step 5 sets DRX-start-offset by Z2 ¼
minfSubframeStart2;j jj ¼ 2; 3g ¼ minf2; 4g ¼ 2, which is

the subframe index of the first allocation for UE2. The final

scheduling results are shown in Fig. 5(c).

Stage 2 (CA scheme): Determining Data Scheduling and

DRX-start-offset (Zi)

Steps 1, 4, 5 of CA are the same as those of SR. Steps 2

and 3 of CA leverage two metric functions to select cell-

UE pairs. The details are described as follows.

Step 2 We define a metric function, called internal cost

ICi;j, to evaluate the number of extra wake-up subframes

that will be incurred when we schedule Si;j, i.e.,

ICi;j ¼ jUESchj � Si;j; ð8Þ

where UESch ¼ fUEi0 ji0 2 ðUEUnServ
j � UEiÞ; SAlloci0 [ 0g is

the set of UEs that have been scheduled parts of their

serving time. Then, we find the cell-UE pairs with the

minimal ICi;j as follows:

ðCellj� ;UEi� Þ

¼ argmini;jfICi;jjUEi in Cellj;Cellj 2 CellCandg:
ð9Þ

Here, if there are multiple candidate pairs, we choose the UE

with the minimalRatioRemaini to serve first. However, if there are

still multiple pairs, go to Step 3; otherwise, go to Steps 4 and 5 to

allocate the schedule and update the DRX parameters.

Step 3 We define another metric function, called front

cost FCi;j, to evaluate the extra subframes that will be

incurred in front of the scheduling results of un-served UEs

when scheduling Si;j, i.e.,

FCi;j ¼
X

j02Cellset
i

jUEUnServ
j0 j � Si;j: ð10Þ

Then, we find the cell-UE pairs with the minimal FCi;j as

follows:

ðCellj� ;UEi� Þ
¼ argmini;jfFCi;jjðCellj;UEiÞ from (9) g:

ð11Þ

In the following, we show an example in Fig. 6 running

two rounds of CA. We consider the same network topology

as in Fig. 5(a). Now, the current subframe index is

f cur ¼ 1. In Fig. 6(a), Step 1 selects Cell2 as the candidate

cell because it has the maximal number of un-served UEs,

i.e., jUEUnServ
2 j ¼ jfUE1;UE2;UE5;UE6gj ¼ 4. In Step 2,

since there are multiple cell-UE pairs with the same

internal cost (i.e., ICi;2 ¼ 0, for i ¼ 1; 2; 5; 6) and remain-

ing service ratio (i.e., RatioRemaini ¼ 1, for i ¼ 1; 2; 5; 6), it

then goes to Step 3 to calculate the front cost for those pairs

and chooses the one with the minimal cost in order to

reduce the extra subframes in front of the schedules. This

can potentially increase the spectrum utilization. We use

Fig. 6(a)i–ii to show different cell-UE pairs incurring

different front costs. Since the pair ðCell2;UE6Þ has

the minimal cost, i.e., FC6;2 ¼ jUEUnServ
2 j � S6;2 ¼

jfUE1;UE2;UE5gj � 1 ¼ 3 � 1 ¼ 3; Cell2 is selected to

serve UE6 and service time S6;2 is allocated at Subframe

f cur ¼ 1. Finally, the corresponding parameters are updated

accordingly. The above steps are operated similarly to

schedule the following pairs: ðCell3;UE4Þ and ðCell1;UE3Þ
at Subframe 1, and ðCell2;UE2Þ at Subframe 2. Now, we

consider Subframe f cur ¼ 3. Figure 6(b) shows that Step 1

selects Cell2 as the candidate cell similarly because it

has the maximal number of un-served UEs, i.e.,

jUEUnServ
2 j ¼ jfUE1;UE5gj ¼ 2. In Step 2, the internal cost

is calculated for each candidate pair, i.e., ICi;2; i ¼ 1; 5. The

one with the minimal cost is identified. Figure 6(b)i–ii

show how to calculate internal costs for different cell-UE

pairs. Since the pair ðCell2;UE1Þ has the minimal cost, i.e.,

IC1;2 ¼ jUESchj � S1;2 ¼ jfUE2gj � 1 ¼ 1 � 1 ¼ 1, Cell2
is chosen to serve UE1 and allocates service time S1;2 is

scheduled at Subframe f cur ¼ 3. Finally, the parameters are

updated accordingly. The final scheduling results are

shown in Fig. 6(c).

To summarize, by both SR and CA schemes, Stage 2 can

determine the allocation of serving cell-UE pairs and DRX-

start-offset Zi for each UEi, i ¼ 1; . . .;N.

Stage 3: Optimizing DRX parameters (Ii and Oi)

The goal of this stage is to determine the best Inactivi-

tyTimer Ii and On-duration Oi for each UEi to reduce

unnecessary wake-up periods. Recall that SubframeStarti;j is

the start subframe determined in Stage 2. Below, we cal-

culate the wake-up ratio for each UEi, Ii, and Oi based on

[26]. Specifically, we first define ER
WakeUp
i to represent the

expected wake-up ratio of UEi:

ER
WakeUp
i ¼ maxfðEPOmax

i � ZiÞ;Oig þ Ii

Ti
; ð12Þ

where

EPOmax
i ¼ maxfEPOi;jjCellj 2 Cellseti g ð13Þ

is the maximal expected end subframe number for the pair

(Cellj;UEi), and

EPOi;j ¼ SubframeStarti;j þ
dRi;j�Ti
EðCi;jÞe
X

& ’
ð14Þ

is the expected end subframe for the pair (Cellj;UEi) and

dRi;j�Ti

EðCi;jÞ
e

X

& ’
is the expected data reception time (in subframes)
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for UEi from Cellj. Note that EðCi;jÞ is the expected

channel rate for Cellj serving UEi.

Second, we design three rules to find feasible (Ii;Oi)

pairs. Then, we choose the pair with the minimal expected

number of wake-up subframes.

• Rule 1 Set Ii ¼ 0 and Oi ¼ maxfSubframeStarti;j

þSi;jjCellj 2 Cellseti g � Zi.

• Rule 2 Set Ii ¼ 1 and Oi ¼ ðmaxfSubframeStarti;j

jCellj 2 Cellseti g � ZiÞ þ 1.

• Rule 3 Set Ii ¼ maxfhi;kg þ 1 and Oi ¼
minfSubframeStarti;j þSi;jjCellj 2 Cellseti g � Zi, where

hi;k is the k-th idle period of UEi.

Note that Rule 1 favors shorter InactivityTimer and longer

On-duration, Rule 2 favors longer InactivityTimer and

(a) (b)

(c)

Fig. 6 Operations of stage 2 in CA
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shorter On-duration, and Rule 3 ensures UEs to get all data

from separated wake-up periods. Based on these rules, we

can evaluate the expected wake-up ratio and choose the

pair with the minimal expected wake-up ratio. An example

of the effect of different rules is shown in Fig. 7. In this

example, the service times of UE1 are S1;1 ¼ 2 and

S1;2 ¼ 4, which are scheduled at Subframes 4–5 and 7–10,

respectively. Thus, the start subframes are SubframeStart1;1 ¼
4 and SubframeStart1;2 ¼ 7. Assume that there is an idle period

h1;1 ¼ 1 between the two service times. Based on the three

rules, the best pair is O1 ¼ 4 and I1 ¼ 1 due to

minf0:35; 0:3; 0:35g ¼ 0:3. Finally, we choose the pair that

incurs the minimal expected wake-up ratio for each UEi.

4.2 Computational complexity analysis

For SR, Stage 1 costs O(NlogN) operations to sort UEs

and determine their cycle lengths Ti. For Stage 2, Step 1

costs O(MlogM) operations to sort cells and O(1) opera-

tions to choose cells containing the most un-served UEs.

In Step 2, it costs O(N) operations to choose UEs with the

minimal remaining serving ratio and further choose UEs

with the minimal serving time. In Step 3, it costs OðN þ
MÞ operations to pair a UE with a cell. Since this

scheme executes Step 1 for OðTNÞ iterations at most and

Steps 2–4 for O(M) iterations, respectively, the com-

plexity of Stage 2 is OðTNÞ � ðOðMlogMÞ þOðMÞ �OðNþ
MÞÞ ¼ OðTNMðN þMÞÞ. For Stage 3, it costs O(N)

operations to determine the best On-duration and Inac-

tivityTimer pair. Therefore, SR costs a total of

OðNlogNÞ þ OðTNMðN þ MÞÞ þ OðNÞ ¼ OðNlogNþ
TNMðN þ MÞÞ operations.

For CA, Stage 1 and Stage 3 are the same as SR, so they

cost O(NlogN) and O(N) operations, respectively. For

Stage 2, Step 1 is the same as SR, costing OðMlogMÞ þ
Oð1Þ operations. In Step 2, it costs OðN2Þ operations to

choose the UE with the minimal internal cost because each

UE must consider internal costs of all other UEs. In Step 3,

it costs O(N) operations to choose the UE with the minimal

front cost. Since this scheme also executes Step 1 for

Fig. 7 An example of determining the best pair of on-duration and InactivityTimer
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OðTNÞ iterations and Steps 2–4 for O(M) iterations, the

complexity of Stage 2 is OðTNÞ � ðOðMlogMÞ þ OðMÞ �
OðN2ÞÞ ¼ OðTNMðlogM þ N2ÞÞ. Therefore, CA costs a

total of OðNlogNÞ þ OðTNMðlogM þ N2ÞÞ þ OðNÞ ¼
OðTNMðlogM þ N2ÞÞ operations.

Note that since TN is a constant, the complexities of SR

and CA are O(NlogN) and OðN2Þ if N[ [M,

respectively.

5 Simulation results

We developed a C?? simulator to verify the effectiveness

of our scheme.2 The system parameters [28] are listed as

follows. The frame duration is 10 ms. The channel band-

width is 20 MHz; thus, we have X ¼ 100 RBs in each

subframe. The cell radius is 500 m. The BS Tx power is 23

dBm. The thermal noise is –174 dBm/Hz. The antenna

gains of UEs and cells are 0 dBi and 14 dBi, respectively.

The traffic models are summarized in Table 1. The num-

bers of cells and UEs are M ¼ 25 and N ¼ 300� 3000,

respectively. The cells are deployed in hexagons and the

cell distance between neighboring cell centers is 0.866 km

[29]. UEs are distributed uniformly and apply a random

walk with a speed of 1.4 m/s [30].

We compare our schemes against the throughput-aware

cell-selection (TA-CS) [9], instantaneous-load DPS (IL-

DPS), proportional-fairness DPS (PF-DPS) [11], and multi-

cell selection scheme (MCS) [7] schemes. TA-CS applies a

throughput-aware profit function to pair UEs with cells in

order to efficiently utilize network resource. IL-DPS and

PF-DPS use a number of active UEs and proportional

fairness metrics as the cell-selection method. MCS uses the

link rates of cells and the number of active UEs to pair

UEs. Since TA-CS does not design subframe-level

scheduling, we apply round-robin scheduling (same as

MCS) in our simulations.

We consider six performance metrics: (1) number of

served UEs: the total number of UEs that can be served

while ensuring their QoS requirements; (2) system

throughput: the total number of data bits received by the

UEs per cell during the experiment period; (3) satisfaction

ratio: the average serving ratio of all UEs; i.e.,

ratio ¼
P

i
SAllociP

i

P
j
Si;j

; (4) resource utilization: the allocated

resource over the total available resource; (5) average

wake-up ratio: the ratio of wake-up subframes over the

total execution subframes; (6) total energy consumption:

the total consumed energy for all UEs, where the power

model is referred to [33]. Note that each simulation result is

averaged by at least 1000 experiments.

5.1 Number of served UEs

First, we investigate the effects of the number of requesting

UEs on the number of served UEs. As shown in Fig. 8, IL-

DPS, PF-DPS, and MCS serve the fewest UEs because

each UE is paired with a single cell without considering

cooperative transmission [this can be validated by

Fig. 10(a)]. TA-CS exploits DPS and estimates the

throughput between cells and UEs; thus, it can serve more

UEs, especially the edge UEs [referring to Fig. 10(b)].

However, when the number of UEs is larger than 2400,

TA-CS prefers to serve the center UEs, which limits its

performance [referring to Fig. 10(a) and (b)]. Our two

schemes perform the best because they consider the cells

with the most un-served UEs when scheduling. Besides,

CA outperforms SR because it additionally considers both

internal cost and front cost when serving UE, thus

scheduling resources more efficiently (this will be clear

later in Fig. 12). In average, SR and CA can serve 13% and

23% more UEs, respectively, compared to TA-CS.

5.2 System throughput

Second, we investigate the effects of the number of

requesting UEs on system throughput. As shown in Fig. 9,

Table 1 Traffic models [31, 32]

Service type Bit rate (Kbps) Packet delay constraint (ms)

VoIP 64 100

IPTV 128 300

HTTP/FTP 256 300

Fig. 8 Comparisons on the number of served UEs

2 As far as we know, ns-3 [27] does not support the C-RAN model in

terms of channel estimation and access procedure.
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IL-DPS, PF-DPS, and MCS all have low throughputs

because they pair all UEs with cells individually without

considering cooperative transmission [referring to

Fig. 10(a)]. TA-CS has a higher throughput than the above

schemes because it cooperates multiple cells to serve the

edge UEs [referring to Fig. 10(b)]. SR considers the

remaining serving ratio when it determines the allocation

order; thus, more data can be transmitted completely.

Besides, CA outperforms all other schemes because it

determines the allocation order based on two special cost

metrics to better utilize resource (this can be seen later in

Fig. 12). In average, SR and CA can increase 17% and

25% of system throughput, respectively, compared to TA-

CS.
Fig. 9 Comparisons on system throughput

(a)
(b)

(d)(c)

Fig. 10 Extensive results to support our explanation
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5.3 Satisfaction ratio

Next, we investigate the effects of the number of request-

ing UEs on the satisfaction ratio. As shown in Fig. 11, the

satisfaction ratio decreases as the number of requesting

UEs increases. IL-DPS, PF-DPS, and MCS have lower

satisfaction ratio because they neglect the subframe-level

scheduling and collaborative transmission [referring to

Fig. 10(a) and (b)]; thus, most of data are dropped due to

delay violation [referring to Fig. 10(c)]. Since SR applies

the remaining serving ratio to serve UEs, more unsatisfied

UEs can be served in advance. TA-CS is better than SR

because it can estimate the instantaneous throughput

between cells and UEs. CA outperforms all others because

it applies the front cost metric to fully utilize resources

(this will be shown later in Fig. 12). CA can increase up to

7% of satisfaction ratio, compared to TA-CS.

5.4 Resource utilization

Next, we investigate the effects of the number of request-

ing UEs on resource utilization. As shown in Fig. 12, the

resource utilization increases as the number of requesting

UEs increases. SR has the lowest resource utilization

because it always chooses the UEs with shorter serving

time and may harm spatial reuse [this can be evidenced by

Fig. 10(d)]. IL-DPS, PF-DPS, MCS, and TA-CS perform

better because they allocate resources sequentially when it

is interference-free; thus, they can utilize resource due to

higher spatial reuse efficiency. CA has the best resource

utilization because of its better scheduling strategies. CA

can increase up to 9% of resource utilization, compared to

TA-CS.

5.5 Average wake-up ratio

Figure 13 investigates the effects of the number of

requesting UEs on average wake-up ratio. TA-CS, IL-DPS,

Fig. 11 Comparisons on satisfaction ratio

Fig. 12 Comparisons on resource utilization

Fig. 13 Comparisons on average wake-up ratio

Fig. 14 Comparisons on total energy consumption
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PF-DPS, and MCS neglect to optimize the DRX mecha-

nism, so we mark them as 100%. SR has a lower wake-up

ratio than CA because it can serve the UEs continuously

without extra wake-up time based on the serving ratio;

contrarily, CA exploits both the internal cost and front cost

metrics to increase resource utilization, slightly harming

wake-up ratio.

5.6 Total energy consumption

Figure 14 studies the effects of the number of requesting

UEs on energy consumption. TA-CS, IL-DPS, PF-DPS,

and MCS all neglect the optimization of DRX mechanism,

so they all have high energy cost. SR has lower energy

consumption than CA because it serves UEs with remain-

ing demand first to avoid unnecessary wake-up periods.

Contrarily, CA leverages both the internal cost and front

cost metrics to balance resource and energy efficiency.

Note that SR and CA can reduce at least 50% of energy

consumption, compared to other schemes.

6 Conclusions

This paper addresses the DRX optimization problem by

considering the QoS requirements of UEs in a DPS C-

RAN. We formally define the problem and prove it to be

NP-complete. Two heuristics called SR and CA are then

proposed. Our heuristics make insightful observations on

the key factors that may impact a DRX-DPS joint

scheduling, namely serving ratio, internal cost, and front

cost. Their time complexities are analyzed by OðN logNÞ
and OðN2Þ, which are polynomial time and effective in a

large-scale network. Based on these considerations, we

show that the proposed schemes can outperform existing

schemes significantly in terms of system throughput (17–

25%), number of served UEs (13–23%), and energy con-

sumption (at least 50%). In summary, this is the first

complete work that addresses the DRX scheduling problem

in a C-RAN under the DPS mode. Integrating DRX with

the C-RAN framework is a challenge because in the past a

UE is always served by one BS at a time. With C-RAN,

DRX involves scheduling and interactions with multiple

BSs. The work may lead to further studies that involve

multi-BS scheduling.
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