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a b s t r a c t

Machine-to-machine (M2M) communication is one of the key technologies to realize In-
ternet of Things (IoT). Since IoT applications are mainly for smart sensing, such as meter-
ing, home surveillance, disaster detection, and e-health, their special sensing/uploading
behaviors will result in periodic and/or event-driven small data transmissions, which may
potentially decrease the radio resource efficiency. On the other hand, due to the frequent
communication nature of sensing data for IoT applications, the power consumption is
increasing dramatically. To reduce the power consumption of IoT devices, the 3rd Gen-
eration Partnership Project (3GPP) has defined the discontinuous reception/discontinuous
transmission (DRX/DTX) mechanism to allow devices to turn off their radio interfaces and
go to sleep in various patterns. However, how to optimize the DRX/DTX scheduling while
improving the resource efficiency is still an open issue. In this paper, we investigate an
uplink resource allocation problem over long-term evolution machine-to-machine (LTE-M)
networks, which is standardized by 3GPP to improve performance on IoT. In this network,
we consider the periodic, event-driven, and query-based IoT traffic while minimizing the
devices’ power consumption. We prove this problem to be NP-complete and propose an
aggregation-efficient DRX/DTX scheduling (AEDS) scheme. This scheme takes advantage of
both spatial and temporal data aggregation while applying DRX/DTX for energy saving.
Specifically, the scheme consists of three phases. The first phase exploits long-term static
scheduling for periodic data to ensure the latency and data rate while minimizing the
devices’ wake-up time. The second phase tries to decrease devices’ power consumption
through precisely determining their DRX/DTX configurations. Finally, the third phase
employs short-termdynamic scheduling for event-driven andquery-based data to improve
transmission efficiency. Therefore, both small data and power consumption problems are
relieved. Extensive simulation results show that the proposed scheme can improve re-
source efficiency, enlarge network capacity while reducing power consumption compared
to the existing schemes.
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1. Introduction

The Internet of Things (IoT) is emerging as the next mega-trend in the development of the Internet. It can provide plenty
of applications and powerful services such as home surveillance, disaster detection, and e-health care that make our lives
more convenient and efficient. To realize the IoT, a promising technology, calledmachine-to-machine (M2M) communication
is developed [1]. It has been standardized as themachine type communications (MTC) in LTE-M to enable networked devices
exchanging information and performing actions without the assistance of humans. Specifically, the LTE-M specifies two
important components forMTC: device and gateway. Each device in LTE-Mnetworks can connect to a base station (i.e., evolved
NodeB, eNB) directly or relay data via a gateway over two hops [2]. In LTE-M, the radio resource unit for the data transmission
is a resource block (RB), which is capable of carrying hundreds of data bits for each transmission. Since the IoT applications
are commonly used for environment monitoring, event detection and/or information reporting, these incur a huge number
of ‘small data’ on uplink transmission. When the high-capacity radio resource (i.e., RBs) is allocated to such small data
transmission individually, it will significantly decrease the resource efficiency and network capacity [3]. In addition, those
small data are with diverse traffic features, such as periodic, event-driven, and query-based, how to guarantee their quality
of service (QoS) is also a challenge.

On the other hand, continuous low-rate small data may be reported from IoT devices over a long period of time, implying
frequent communication nature of sensing data, and thus the power consumption of devices becomes a critical issue. To
reduce the power consumption of IoT devices, the 3rd Generation Partnership Project (3GPP) has defined the discontinuous
reception/discontinuous transmission (DRX/DTX) mechanism to allow devices to turn off their radio interfaces and go to sleep
in various patterns. However, how to effectively integrate uplink data aggregation with optimal configuring DRX/DTX1

parameters for IoT devices is still left as an open issue.
To address the above issues, we propose an aggregation-efficient DRX scheduling (AEDS) scheme, which takes advantage of

data aggregation in both spatial and temporalmannerswhile leveraging optimal DRX scheduling to conserve devices’ energy.
Specifically, for the spatial data aggregation, this scheme tries to classify the traffic based on the devices’ QoS features and
make the devices nearby with each other to connect with the special gateways. Thus, the transmission data from different
devices can be aggregated efficiently. In addition, by utilizing spatial reuse technique, the data transmission from different
devices to different gateways can be transmitted concurrently. Therefore, the resource efficiency can be further increased. For
the temporal data aggregation, this scheme adopts a mix of static and dynamic resource allocation strategy, which leverages
a long-term scheduling to aggregate the periodic small data under the constraints of limited delay and exploits a short-term
scheduling for the event-driven/query-based small data by piggybacking them into the vacant space of long-term scheduling
results. Thus, the latency of both the event-driven and query-based data can be guaranteed and the unnecessary allocated
resource can be reduced. On the other hand, to maximize the sleep efficiency of devices, the DRX cycle of devices are set by
referring to the delay constraint. To prevent extra wake-up time of devices caused by resource collision, the setting of the
DRX cycles follow the exponential increment rule. Based on the above results, the RB resource and the DRX parameters of
each device are scheduled to increase the capacity of the network, guarantee the QoS of services and optimize the saving
power of devices.

Major contributions of this paper are threefold. First, this is the first work joint DRX scheduling optimization with small
data aggregation issues for IoT applications in the LTE-Mnetwork.We formulate this problem and prove it to beNP-complete
by reducing it to themultiple choice knapsackproblem. Second,wedevelop an energy-efficient scheduling scheme to optimize
the DRX mechanism with the long-term and short-term scheduling for small data to ensure the latency and data rate while
minimizing the devices’ wake-up time. Third, through the simulation results, we give a constructive summary that the joint
problem of data aggregation and DRX scheduling for IoT communications is very important and we validate the proposed
scheme can improve resource efficiency, enlarge network capacity, decrease devices wake-up periods while reducing power
consumption compared to the existing schemes.

The rest of this paper is organized as follows. Section 2 surveys the relatedwork. Section 3 introduces the background and
formally defines the problem. Section 4 presents the proposed scheme. Numerical results are shown in Section 5. Finally,
concluding remarks are given in Section 6.

2. Related work

In the literature, the study [2] has surveyed the existing M2M service platforms and discussed the research challenges
when enabling M2M services. In Refs. [4–7], they proposed several path selection strategies to improve network perfor-
mance. Specifically, in Ref. [4], the proposed scheme selected the paths based on the best channel condition to improve the
throughput. In work [5], the approach determined the uplink paths according to the specific received channel quality to
balance the tradeoff between transmission efficiency and resource utilization. In Ref. [6], it enforced the devices to connect
to their nearest gateways to get better transmission quality. In Ref. [7], the devices chose their gateways by the shortest
end-to-end transmission time. In this way, the transmission efficiency can be improved. However, the above studies [4–7]
all preferred each device to own an independent uplink route which produced lots of ‘individual paths’ in the network.
This would decrease the radio resource efficiency due to consuming too much bandwidth. Thus, the study [8] proposed to

1 The operation of DTX is similar to DRX. Thus, we state DRX in the following.



J.-M. Liang, P.-Y. Chang and J.-J. Chen / Pervasive and Mobile Computing 52 (2019) 29–45 31

Fig. 1. The LTE-M network architecture.

share the physical resource blocks among different devices and thus can improve the data aggregation efficiency. However,
these studies neglect the traffic characteristics such as the periodic, event-driven, and query-based small data. The power
consumption of devices is also ignored.

Recently, several studies [9–13] have evaluated the performance of DRX and shown that enabling DRX can significantly
save device’ energy. The work in [14] proposes to adjust devices’ DRX configurations, but this scheme requires considerable
control signaling for the adjustment. In [15], a dynamic DRX scheme is proposed to determine devices’ sleep cycle based on
their traffic loads. In [16], an adaptive DRX is proposed to adjust devices’ extended wake-up periods based on their channel
qualities to improve system utility. However, these studies neglect both the low-rate small data and QoS requirements
for the IoT devices. The work in [17] investigates an energy-efficient paging mechanism to integrate with DRX to reduce
signaling overhead and alleviate network load. In [18], a novel energy harvesting DRX mechanism is proposed to minimize
the device wakeup delay while keeping the energy consumption in cellular networks for IoT devices. The work in [19]
proposes three differentmechanisms to achieve device grouping in IoTnetworks. Eachmechanismmakes different trade-offs
between bandwidth usage, device energy consumption for multicast transmissions. The study [20] analyzes the impact of
DRX parameters based on Markov chain model and proposes an IoT-aware algorithm to balance power consumption, delay,
and signal load for IoT networks. The research [21] proposes a grouping-based energy efficient DRX strategy for massive IoT
to conserve the energy of devices. However, the above studies neglect to fully aggregate data through gateways and leverage
spatial reuse, which significantly limits the network performance in IoT networks.

Based on the above observations, it motivates us to address the problem of small data transmissions with special traffic
requirements while optimizing the DRX configurations to save energy. To the best of our knowledge, this is the first paper
to address both the issues of resource efficiency and energy conservation in LTE-M networks.

3. Preliminary

In this section, we first introduce the network architecture in LTE-M. Then, we describe the traffic features and QoS
requirements of the MTC devices. Finally, we formally define this uplink resource allocation problem.

3.1. LTE-M network architecture

In LTE-M network, there are two special machines designed for communication: one is MTC device and the other is MTC
gateway. The MTC device is an end device that can communicate with an eNB directly or connect to a MTC gateways over
two hops. Thus, the MTC gateway can help devices to relay and transfer their data to the eNB to increase the transmission
efficiency. The LTE-M network architecture is shown in Fig. 1.

3.2. Traffic features and QoS requirements

For the IoT applications, the traffics can be divided into three types: periodic traffic, event-driven traffic, and query-based
traffic [22]. Periodic traffic (such as smart metering, traffic sensing, and e-health monitoring, etc.) needs to periodically
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Fig. 2. Overview of the DRX operation.

upload the sensing data. Thus, it needs to guarantee a minimum uplink data rate with limited transmission delay for QoS
purposes. Event-driven traffic (such as disaster detection and home surveillance, etc.) has to ensure a specific request size
with the strict delay to guarantee its delivery quality. Query-based traffic (such as requesting the temperature reading, noise
decibel, or other environment status remotely) has to ensure a specific request data size and strict delay, which is similar to
the event-driven traffic.

3.3. Discontinuous reception (DRX) mechanism

The 3GPP standard defines Discontinuous Reception (DRX) and Discontinuous Transmission (DTX) to support sleep mode,
which is controlled by the Radio Resource Control (RRC). The central base station (eNB) can initialize DRX mechanism by
sendingMAC control signal [23]. Each device can operate according to its DRX sleep parameters and all these parameters are
configured by eNB. An overview of the DRX operation is shown in Fig. 2. The length of DRX wake-up time and sleep time are
in unit of subframes (1 subframe = 1 ms). DRX supports two types of sleep cycles. One is the short cycle; the other is long
cycle. Since the behavior of long cycle is similar to that of short cycle, this paper focuses on the short cycle. In DRX, there
are four sleep parameters which are used in this work. They are (1) DRX-Cycle, (2) on-duration, (3) drxStartOffset and (4)
drx-InactivityTimer. DRX-Cycle is the basic cycle for devices to perform wake-up and sleep operations. On-duration is the
least number of wake-up subframes that the device must keep active at the beginning of a DRX cycle in which the device
monitors the incoming data. The drxStartOffset is the subframe where the DRX starts. Once the device receives data packets
during on-duration, the device will start the drx-InactivityTimer. If the device receives any data packets before the timer
expires, the drx-InactivityTimer will be reset; otherwise, the device will go back to sleep once the timer expires.

3.4. Problem definition

In this paper, we consider the uplink transmission for an eNB with N devices and M gateways, where each device Di,
i = 1..N can communicate via a gateway Gj, j = 1..M over two hops or upload its data directly to the eNB (for ease of
presentation, we use G0 to represent the eNB in the following). Note that we assume the related distance between devices,
gateways, and the eNB can be estimated according to the received signal strength (RSS). In addition, each device Di may
have periodic, event-driven, or query-based traffic, where periodic traffic has to ensure its admitted data rate Ri (bits/ms) and
both the event-driven and query-based traffic have to ensure a specific data request Qi (bits). Without loss of generality,
we assume that there are n devices with periodic traffic (i.e., Di, i = 1..n) and (N − n) devices with the event-driven or
query-based traffic (i.e., Di, i = (n + 1)..N), respectively. For QoS guarantee, all periodic, event-driven, and query-based
traffic have its transmission delay constraint Li (ms) to ensure the transmission latency between the devices to the eNB. We
consider the LTE-M under FDD (frequency division duplex) mode. For the uplink transmission, the radio resource is divided
into subframeswhich is with the length of 1ms. The basic resource allocation unit in the uplink subframe is a resource block
(RB) and each subframe is with fixed number of RBs, denoted by Ω . In each RB, the device with a higher channel quality can
carry more data bits to achieve higher channel rate. The channel rate of device Di to its destination Gj, j = 0..M is denoted as
Ci,j (bits/RB), which may not change frequently due to the static feature of IoT. Our problem is to ask how to determine the
best uplink transmission path for each deviceDi, i = 1..N with different types of traffic, and schedule their data efficiently by
taking advantage of data aggregation and concurrent transmission techniques such that the QoS of devices can be guaranteed
(including the traffic delay Li, data rate Ri, and request size Qi) andmore devices can be servedwhile the power consumption
of devices can be saved by well determining the sleep parameters such as on-duration (T on

i ), DRX-Cycle (Ti), drxStartOffset
(Oi) and drx-InactivityTimer (Ai), respectively.
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We can summarize the problem as follows.

Definition 1. Given a network G = (V , E), the admitted data rate or request size of each device, traffic delay constraint,
channel rates of each device to different gateways, and the available number of RBs per subframe, the energy-conserved uplink
resource allocation (EURA) problem is to find an interference-free DRX transmission schedule such that the total wake-up
periods of devices is minimized.

Theorem 1. The EURA problem is NP-complete.

Proof. To simplify the proof, we consider the casewhere there is no spatial reuse among the device-to-gateway links and the
delay constraints of N devices are identical, i.e., Li = L1, i = 2..N . Thus, the best DRX-Cycle length Ti of device Di, i = 1..N
will be the same as their delay constraint Li, i.e., Ti = Li, i = 1..N and the best drx-InactivityTimer Ai of each device Di
will be 0 due to static feature of IoT. In addition, the required number of RBs per cycle for each path is unique and thus
the wake-up period of a device on each path is also uniquely determined. Then, the EURA problem can be revised as a
decision problem: Energy-conserved uplink resource allocation decision (EURAD) problem: Given the network topology G and
the admitted request data of each device, we ask whether or not there exists a path set Rp on G such that all devices can
reduce the total wake-up periods of Q to satisfy their requests. Then, we show EURAD problem is NP-complete.

We first show that the EURAD problem belongs to NP. Given a problem instance and a solution containing the path set,
it can be verified whether or not the solution is valid in polynomial time. Thus, this part is proved.

We then reduce the multiple-choice knapsack (MCK) problem [24], which is known to be NP-complete, to the EURAD
problem. Consider that there are N disjointed classes of objects, where each class i contains Ni objects. In each class i, every
object xi,j has a profit qi,j and a weight ui,j. Besides, there is a knapsack with capacity of U . The MCK problem asks whether or
not we can select exact one object from each class such that the total object weight is no larger than U and the total object
profit is Q.

We then construct an instance of the EURAD problem as follows. Let N be the number of devices. Each device Di has Ni
paths to the eNB. When device Di selects a path xi,j, it will conserve wake-up period of qi,j2 and the system should allocate
the number of RBs ui,j to transmit devicei’s data to the eNB. The total frame space is T1 · Ω = U . Our goal is to let all devices
conserve the wake-up periods of Q and satisfy their demands. We show that the MCK problem has a solution if and only if
the EURAD problem has a solution.

Suppose that we have a solution to the EURAD problem, which is a path set Rp with devices’ conserved wake-up period
and RB allocations. Each device can choose exact one path andwe need to assign paths to all devices to satisfy their requests.
The total number of RBs cannot exceed the frame space U and the reduced wake-up period of all devices is Q. By viewing
the paths of a device as a class of objects and the frame as the knapsack, the paths inRp all constitute a solution to the MCK
problem. This proves the if part.

Conversely, let {x1,α1 , x2,α2 , . . .} be a solution to the MCK problem. Then, for each device Di, i = 1..N , we select a path
such that Di conserves wake-up period of qi,αi and the size of allocated RB(s) to transmit Di’s data to the eNB is ui,αi . In this
way, the conserved wake-up periods of all devices will be Q and the overall RBs size is no larger than U . This constitutes a
solution to the EURAD problem, thus proving the only if part.

4. The proposed scheme

Since the EURAD problem is NP-complete, finding the optimal solution is impractical due to the time complexity. Thus,
we propose the aggregation-efficient DRX scheduling (AEDS) scheme. The flowchart of the scheme is shown in Fig. 3. Themain
idea of our scheme is to leverage the concept of spatial and temporal data aggregation with DRX scheduling. For the spatial
data aggregation, our scheme will classify traffic based on the QoS features and enforce the devices close to each other to
connect with the gateways with higher aggregation efficiency. Then, it intends to maximize the spatial reuse for the device-
to-gateway links so that more data can be transmitted concurrently. On the other hand, for the temporal data aggregation,
our scheme adopts a mix of static and dynamic resource allocation strategy, which exploits a long-term scheduling approach
to aggregate the periodic small data under the constraints of limited delay and exploits a short-term scheduling approach for
the event-driven/query-based small data by piggybacking to the long-term scheduling results. Finally, the DRX parameters
including the drxStartOffset, on-duration, and DRX-Cycle are assigned together according to the resource allocation.

4.1. Phase1: grouping devices and initializing sleep cycles

Step 1. For each device with periodic traffic, i.e., Di, i = 1..n, we determine the DRX-Cycle Ti for long-term scheduling by

Ti = min{Li|i = 1..n}. (1)

Eq. (1) implies that the sleep cycle Ti ≤ Li for each device Di, i = 1..n, which guarantees to meet their delay constraints.

2 Note that the reduced wake-up period of a device’s path is compared to the same device’s path with the longest wake-up period.
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Fig. 3. Flowchart of our proposed scheme.

Step 2. Then, letR be the number of available RBs in the cycle,whereR = T1×Ω . Then,weuseGset andAset as the candidate
set of gateways and the allocated device set; initially, Gset

= φ and Aset
= φ. In the following, we let (f avail, ravail) be the index

of subframe and index of RB in the cycle to represent the starting point of the available resource to serve devices; initially,
(f avail, ravail) = (1, 1). In addition, several spatial reuse groups would be constructed, denoted as SP = {gm,m = 1, 2, ..},
where each group gm uses (fm, rm, ωm) as its uplink data schedule, where fm is the subframe index, rm is the RB index, and
ωm is the maximum required amount of RBs, which is calculated by the amount of data bits over the channel rate (this will
be clear later on); initially, SP = φ. Now, we determine the devices’uplink transmission paths and data scheduling results
in the following steps.

Step 3. Let Dset
= {Di, i = 1..n} be the unallocated device set. Then, for each device Di ∈ Dset , we calculate its expected

data size Qi that would arrive during its DRX-Cycle Ti by

Qi = Ri × Ti.

Step 4. Then, for each device Di, i = 1..n, we first assign a temporary uplink path Pi as its default transmission path by
Pi = Gj∗ , where

Gj∗ = arg min
j=0..M

{RBD
i,j + RBG

i,j}. (2)

Note thatRBD
i,j = ⌈

Qi
Ci,j

⌉ is the number of requiredRBs of the first hop (i.e., the link of device-to-gateway, denoted as link(Di, Pi))

and RBG
i,j = ⌈

Qi
Cj,0

⌉ is the number of required RBs of the second hop (i.e., the link of gateway-to-eNB, denoted as link(Pi,G0)),
respectively. Also note that RBG

i,Pi
= 0 if Pi is the eNB (i.e., Pi = G0).

Step 5. Now, for those devices in Dset with Pi ̸= G0, we choose the device Di∗ with the maximal RBD
i∗,Pi∗

which can be
served within the cycle, i.e.,

Di∗ = argmax
i∈Dset

{RBD
i,Pi | RBTotal(Di, SP, Aset ,Gset ) ≤ R}, (3)

where

RBTotal(Di, SP, Aset ,Gset )
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= (RBD
i,Pi +

∑
gm∈SP

ωm) + GBAset∪Di
Gset∪Pi

is the total number of required RBs to serve link(Di, Pi) and link(Pi,G0) for the devices in Aset
∪Di and the gateways in Gset

∪Pi,
respectively. Note that R is the total remaining RBs in the cycle and

GBAset∪Di
Gset∪Pi

=

∑
Gj∈Gset∪Pi

⌈∑
∀Di′ :Pi′=Gj,Di′∈A

set∪Di
Qi′

CPi′ ,0

⌉
(4)

is the total required number of RBs of the gateways in Gset
∪ Pi which helps the devices in Aset

∪Di to relay their data by data
aggregation.

If Di∗ is found, we create a new spatial reuse group gm and add Di∗ as its member. Then, update ωm = RBD
i∗,Pi∗

,
Aset

= Aset
∪Di∗ , and Gset

= Gset
∪ Pi∗ . Finally, we remove Di∗ from Dset accordingly. Then, go to step 6 to find more members

for the current spatial reuse group. Otherwise, if no spatial reuse group meets the requirement, for those devices Di in Dset

with Pi = G0, we sequentially check if it can be served within the cycle, i.e.,

RBTotal(Di, SP, Aset ,Gset ) ≤ R.

If yes, we create a new singleton special group gm = {Di} and then update ωm = RBD
i,Pi

, Aset
= Aset

∪ Di while removing Di

from Dset accordingly. After that, go to Phase2 for determining the precise resource index and DRX parameters.

Step 6.Now, we find the possible link(Di∗ , Pi∗ ) which can concurrently transmit with the new group gm and can be served
within the cycle if Di∗ ∈ Dset , Pi∗ ∈ Gset , i.e.,

(Di∗ , Pi∗ ) = arg min
Di∈Dset ,Di′∈gm

{dst(Di,Di′ ) + dst(Pi, Pi′ ) | IntfFree(gm,Di, Pi)

and RBTotal(Di, SP, Aset ,Gset ) ≤ R}, (5)

where dst(Di,Di′ ) is the related distance between Di and Di′ , and IntfFree(gm,Di, Pi) returns ‘TRUE’ if no interference is
incurred between gm and link(Di, Pi).

If (Di∗ , Pi∗ ) is found, we update gm = gm∪Di∗ , Gset
= Gset

∪Pi∗ and addDi∗ to Aset while removingDi∗ fromDset accordingly.
This step is repeated until no other link(Di∗ , Pi∗ ) is found. Then, go to step 7.

Step 7. Here, we adjust the temporary paths of the remaining devices in Dset if they can transmit their requests via the
current candidate gateway Gj′ ∈ Gset without additional RBs, i.e., updating Pi = Gj′ if Di ∈ Dset and

(RBD
i,Pi − RBD

i,j′ ) + (GBAset∪Dset

{Pi} − GBAset∪Dset

{Gj′ }
) ≤ 0. (6)

Note that the left and right parentheses in Eq. (6) are the extra number of RBs of link(Di, Pi) and link(Pi,G0) after replacing
Pi = Gj′ , respectively. In this way, more devices can leverage the gateways with higher aggregation efficiency to relay data
and thus can improve the resource efficiency. Then, go back to step 5 for next group construction.

Below, we give an example for the operation of Phase1. We consider the network with one eNB, N = 16 devices and
M = 6 gateways, where D1 ∼ D14 are with periodic traffic and D15 ∼ D16 are with event-driven and query-based traffic,
respectively, as shown in Fig. 4. Assume each subframe has Ω = 10 RBs. In Step 1, for the devices with periodic traffic, it
determines DRX-Cycle based on the minimum delay constraint by Ti = min{50, 90, 75, .., 90} = 50, i = 1..14. In Step 2,
the number of available RBs in the cycle is set by R = T1 × Ω = 50 × 10 = 500 initially. In Step 3, it uses Dset

= {D1..D14}

as the unallocated device set and calculates the expected data size for each device by Q1 = R1 × T1 = 0.8 × 50 = 40,
Q2 = R2 × T2 = 80, .. , Q14 = R14 × T14 = 80. In Step 4, it assigns a temporary uplink path with the minimum number
of required RBs. Thus, we have P1 = P6 = G1, P2 = P4 = P7 = G2, P3 = P11 = G3, P5 = G4, P9 = P10 = P14 = G5,
and P8 = G6, respectively. In Step 5, for the two-hop devices, it choose D1 which has the maximal number of required
RBs at the first hop if the available number of RBs is sufficient. Then, a new spatial reuse group g1 = {D1} is created;
then, it removes D1 from Dset . In Step 6, it finds D2 which can transmit concurrently with the group g1. Then, it updates
g1 = g1 ∪ D2 accordingly. In Step 7, no path is adjusted. Similar to D2, the devices D3 and D10 are added to g1. After that, we
have g1 = {D1,D2,D3,D10}, SP = {g1}, and the candidate gateway setGset

= {G1,G2,G3,G5}. For the next round, it selectsD6
as the first member for a new spatial reuse group g2 = {D6} and finds the devices to achieve parallel transmission similarly.
After that, we have g2 = {D6,D4,D5,D14} and Gset

= {G1,G2,G3,G4,G5}. Note that the path of D8 is adjusted from G6 to G4
because it can transmit request via current candidate gateways without additional RBs. For the third round, the new group
g3 = {D7,D11,D9,D8} is created accordingly. Finally, for those devices directly connecting to the eNB, i.e., D12 and D13, the
corresponding singleton special groups are created by g4 = {D12} and g5 = {D13}, respectively.

4.2. Phase2: periodic traffic scheduling

Based on the results of Phase1, Phase2will allocate resource to each group and determine the drxStartOffset, on-duration,
and drx-InactivityTimer for each Di in the groups. The details is depicted as follows.
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Fig. 4. An example of the operation of Phase1.
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Fig. 5. An example of the operation of Phase2.

For each of the group gm ∈ SP , we allocate the resource to gm at the resource index (fm, rm) = (f avail, ravail). Then,
set the drxStartOffset Oi for each Di in gm by Oi = fm. Next, set the on-duration T on

i = ⌈(rm + RBD
i,Pi

)/Ω⌉ and set drx-
InactivityTimer Ai = 0 since the channel rate of devices will not change frequently due to the static feature of IoT. Then,
update the corresponding results by R = R − ωm and

f avail = f avail +
⌊
ravail + ωm − 1

Ω

⌋
,

and ravail = (ravail + ωm)%Ω . This is repeated until all gm in SP are examined. Similarly, for the link(Pi,G0) of each gm, we
allocate the resource to Gj at the resource index (f avail, ravail) and then update R, f avail and ravail, respectively. This is repeated
until all Gj ∈ Gset are examined. Then, go to next phase for short-term scheduling.

After that, we can make devices obtain precise on-duration (T on
i ) and drxStartOffset (Oi), and drx-InactivityTimer (Ai) to

achieve better energy efficiency. In the following, we give an example for the operation of Phase2 in Fig. 5, which is based
on the previous example results of Fig. 4 in Phase1. For each of the group in SP = {g1, g2, g3, g4, g5}, it allocates the resource
to g1 ∼ g5 accordingly and starts from the resource index (f avail, ravail) = (1, 1). Thus, the resource indices of the first three
groups (fm, rm),m = 1..3 are updated by (f1, r1) = (1, 1), (f2, r2) = (1, 6), and (f3, r3) = (2, 1), separately, as shown in
Fig. 2(a). Then, it sets the drxStartOffset for each device in the same spatial reuse groups by O1 = O2 = O3 = O10 = 1 for
g1, O6 = O4 = O5 = O14 = 1 for g2, and O7 = O11 = O9 = O8 = 2 for g3, separately. Next, it sets the on-duration by
T on
1 = T on

2 = T on
3 = .. = T on

16 = 1 accordingly. Then, the corresponding results R and f avail are updated. Similarly, for the
devices connecting directly with eNB, i.e.,D12 andD13, it allocates the resource indices by (f4, r4) = (2, 5) and (f5, r5) = (3, 1)
and sets DRX parameters by O12 = 2, T on

12 = 1, and O13 = 3, T on
13 = 1, respectively. Finally, the drx-InactivityTimer for all

devices are set by Ai = 0, i = 1..14.

4.3. Phase3: event-driven and query-based traffic scheduling

Consider the device Di, i = (n+ 1)..N with event-driven/query-based traffic, we try to find a potential gateway Gj∗ in the
candidate gateway set Gset for Di which could leverage both the data aggregation and spatial reuse with gm∗ , i.e.,

(m∗, j∗) = arg min
gm∈SP,Gj∈Gset

{(m, j) | IntfFree(gm,Di,Gj) = 0, RBD
i,j ≤ ωm,

GBAset
{Gj} − GBAset∪Di

{Gj}
= 0}. (7)

If found, we add Di to group gm∗ and update Pi = Gj∗ . Otherwise, we assign an uplink path Pi = Gj′ according to Eq. (2),
then constructing a new spatial reuse group gnew = {Di} and adding it into the SP . Finally, we allocate gnew at (f avail, ravail)
and update Aset

= Aset
∪Di and R, f avail, ravail, Oi, T on

i , and Ai accordingly. This phase is repeated until all Di, i = (n+ 1)..N are
examined.

Here, we give an example in Fig. 6 to show the operation of Phase3. This example is based on the previous example
results in Fig. 4 (Phase1) and Fig. 5 (Phase2), respectively. In this example, it considers the devices with event-driven and
query-based traffic, i.e., D15 and D16, and tries to find the potential gateways from the candidate gateway set to leverage the
data aggregation and spatial reuse. Since D16 can transmit through gateway G4 concurrently with group g2, it is added to g2
and set path by P16 = G4; the DRX parameters are also set accordingly. Note that the last device D15 will cause interference
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Fig. 6. An example of the operation of Phase2.

Table 1
System parameters.
Simulation parameter Value

Channel bandwidth 5 MHz
Number of resource blocks (Ω) 25 RBs/subframe
Number of M2M devices (N) 1600 ∼ 7200
Number of M2M gateways (M) 320 ∼ 1440
Path loss model (gateway-to-eNB) [28] 128.1+37.6log(d), d in km.
Path loss model (device-to-gateway) [28] 48.9+40log(d)

to the existing spatial reuse groups, i.e., g1, g2, and g3; thus, it creates a new spatial reuse group g6 = {D15} and then sets
O15 = 3, T on

15 = 1, and A15 = 0 accordingly.

4.4. Time complexity analysis

We analyze the time complexity of the proposed scheme as follows. In phase one, the step 1 costs O(N) to determine
the DRX-Cycle due to N devices. In step 2, it costs O(1) to determine the number of available RBs in the cycle. In step 3,
it costs O(N) to calculate the expected data size for each device. In step 4, it costs O(N · M) to determine the temporary
uplink path for each device transmitting to all possible gateways. In step 5, it costs O(N) + O(1) to determine the maximal
number of required RBs for the first hop and create a new spatial reuse group. In step 6, it costs O(N) to find the possible
link for each device with the concurrent transmission group. This operation repeats O(N) times until all links have been
determined. Since we have at most N devices to adjust temporary paths to M possible gateways, the time complexity
of step 7 is O(N · M). Besides, it will go back to step 5 O(N) times because of N devices. Thus, Phase1 totally costs
O(N)+O(1)+O(N)+O(N ·M)+ ((O(N)+O(1))+O(N2)+O(N ·M)) ·O(N) = O(N ·M +N3

+N2M). In the phase two, it costs
O(N) to determine resource index for each reuse group and determine drxStartOffset, on-duration and drx-InactivityTimer
for each device. In the phase three, it costs O(N · M) to determine resource index for each event-driven/query-based device
with at mostM potential gateways.

In brief, the time complexity of the proposed scheme incurred by Phase1, Phase2 and Phase3 is O(N · M + N3
+ N2M) +

O(N) + O(N · M) = O(N3) if N ≫ M .

5. Performance evaluation

In the section, we present the simulation results to verify the effectiveness of the proposed scheme. We develop a
simulator in C language. The system parameters of the simulator are listed in Table 1. Fifteen channel qualities and several
types of IoT applications are considered in the simulation [25–27]. The detailedQoS parameters of the applications are shown
in Table 2.

We compare our scheme against three schemes, including direct-communication (DC) scheme, shortest-distance
(SD) [6], shortest-time (ST) scheme [7], and IoT-aware (IoT-A) scheme [20]. The DC scheme prefers the devices to upload
their data directly to the eNB without the help of gateways. The SD scheme selects the closest gateways of the devices in
order to improve the channel quality. The ST scheme determines the pathswith theminimumend-to-end transmission time
to improve the transmission efficiency. The IoT-A uses a mathematical model to analyze DRX parameters and adaptively
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Table 2
QoS features of M2M applications [25–27].
Application Date rate (bps) Average message size (bits) Traffic delay (ms)

Traffic light/sensors 1.33 8 150, 300
Roadway signs 0.26 8 100, 150
Home security system 0.26 8 50, 100
Other IoT services 1.0 ∼ 10 k 8 ∼ 16 100, 150, 300

Fig. 7. Comparisons on the number of data bits transmitted per RB (bits/RB) of all schemes.

controls DRX to balance power consumption and delay. Note that we also compare to these schemes with/without resource
sharing (RS) [8] to investigate the importance of spatial reuse on performance.

We consider three types of performance metrics: resource efficiency, network capacity and power saving. The resource
efficiency includes (1) the average number of data bits transmitted per RB and (2) the average number of RBs allocated per
second. The networks capacity includes (1) the number of served connections and (2) the eNB throughput. The power saving
includes (1) the average sleep ratio and (2) the average power consumption per device. Note that each experiment is averaged
by at least 2000 simulation results.

5.1. Resource efficiency

First, we investigate the impact of the number of IoT devices on the number of data bits transmitted per RB, as shown in
Fig. 7. Apparently, except for the DC scheme, the performance of all schemes increases as the number of devices increases.
This is because, for the DC scheme, more and more devices are farther away from the eNB and thus their link qualities
significantly decrease when they communicate with the eNB directly. Contrarily, the other four schemes have higher
probability to transmit data through the gateways whenmore devices have requests; thus, the resource efficiency increases.
Note that our scheme outperforms the other schemes because our scheme can always leverage the temporal and spatial
aggregation manners while exploiting the long-term and short-term scheduling for diverse traffic. In this way, the small
data can be aggregated more efficiently.

Next, we investigate the impact of the number of IoT devices on the total number of RBs allocated per second. As shown
in Fig. 8, the results of all schemes increase as the number of devices increases. This is because more data requests need
to be served and thus more RBs are allocated. The DC scheme consumes the most resource because it neglects to utilize
the gateways to relay data. The ST scheme performs better than the SD scheme because the former chooses the gateways
with higher transmission efficiency. Although the IoT-A scheme usesmathematical models to schedule data, it does not fully
leverage the gateways and spatial reuse, which may decrease the performance. Our scheme needs the least resource even
when the number of devices is up to 4800. This is because our scheme has higher data aggregation efficiency and thus the
allocated resource can be fully utilized.

5.2. Network capacity

Now, we investigate the impact of the number of IoT devices on the eNB throughput, as shown in Fig. 9. We can see that
the eNB throughput of all schemes increases as the number of devices increases. The DC scheme has the lowest throughput
because the link quality between devices to the eNB is decreasing when more devices are farther away from the eNB.
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Fig. 8. Comparisons on the total number of RBs allocated per second of all schemes.

Fig. 9. Comparisons on the eNB throughput (kbps) of all schemes.

Similarly, the ST scheme is better than the SD scheme because the later one determines the path without considering the
transmission efficiency. The IoT-A scheme schedules based on mathematical analysis, but it neglects to fully make use of
gateways to aggregate data and well leverage spatial reuse. Note that our scheme has the highest eNB throughput because
our scheme can well utilize resource by effectively aggregating small data so that more requests can be transmitted. The
trend is very similar when we evaluate the impact of the number of IoT devices on the number of served connections.

5.3. Power saving

Next, we investigate the impact of the number of IoT devices on the average sleep ratio. In Fig. 10, we can see that when
the number of devices increases, the average sleep ratio decreases because more devices need to wake up for longer time to
compete for resource. Note that the value of the proposed scheme is close to 1 when the number of devices is 800. This is
becausemost of devices canwake upwith theminimal transmission timewithout resource competitionwhen the spectrum
resource is sufficient. The DC, ST, and SD schemes have the worse average sleep ratio because they do not optimize DRX and
make data reception with periodic features, so devices need to keep waking up for possible data delivery. For our proposed
scheme,when the number of devices increases, the average sleep ratio decreases. The reason is that our scheme has to satisfy
the QoS requirements of devices and thus potentially decreases devices’ wake-up periods.

Finally, we investigate the impact of the number of devices on the average power consumption per device. The calculation
of the power consumption for the devices is based on Fig. 11. As shown in Fig. 12, we can see that when the number of
devices increases, the average power consumption increases. Similarly, the DC, ST, and SD schemes incur the most power
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Fig. 10. Comparisons on the average sleep ratio of all schemes.

Fig. 11. The power consumption model [29].

Fig. 12. Comparisons on the average power consumption of all schemes.

consumption because these devices need to keep waking up to wait for possible data delivery. Our scheme has lower power
consumption because it well integrates with DRX and thus the data delivery and resource scheduling follow the regular
wake-up and sleep patterns. This effectively reduces the wake-up time and power consumption of devices. Note that when
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Fig. 13. Comparisons on data aggregation efficiency of all schemes.

the number of devices is greater than 4800, the IoT-A scheme has a slightly lower power consumption than our scheme
(15% ∼ 30%) but the proposed scheme can serve more requests and ensure QoS (up to 40%), which are more essential in the
system.

5.4. Observations

5.4.1. Data aggregation efficiency
Now, we investigate the impact of the number of IoT devices on data aggregation efficiency, which is evaluated by the

number of data bits transmitted per RB on gateways, as shown in Fig. 13. We can see that the increase trend is similar to that
in Fig. 7, which represents the transmission efficiency. This implies that the transmission efficiency strongly depends on the
data aggregation efficiency, which is one of the important factor for IoT networks.

5.4.2. Traffic latency distribution
Here, we observe the traffic delay distribution of all schemes, where the delay ratio is the traffic delay time over the

delay constraint when the number of devices is 4000, as shown in Fig. 14. We can see that all schemes increases as the
delay ratio increases. The DC scheme performs the worst because lots of devices are far away from the eNB leading to low
link quality. Thus, more resource is consumed and fewer requests can be transmitted within delay constraint. Contrarily,
the other four schemes have higher probability to transmit data through the gateways; thus, more requests can be served
before delay deadline. Although the IoT-A scheme schedules based on analysis, it neglects to fully leverage gateways which
may decrease transmission efficiency and increase requests’ delay. Note that the curve of our scheme increases the fastest
in all schemes because it can make use of both the temporal and spatial aggregation while exploiting the long-term and
short-term scheduling for diverse traffic. Therefore, the small data can be aggregated more efficiently and the delay of most
requests can be satisfied.

5.4.3. Satisfaction ratio
Next, we investigate the impact of number of devices on satisfaction ratio, which is defined by the ratio of the amount

of satisfied requests to the total amount of requests. When the satisfaction ratio is 1, it means that the scheme can satisfy
all devices’ requests. In Fig. 15, we can see that the results of all schemes decrease as the number of devices increases due
to network saturation. The DC scheme performs the worst because most requests are transmitted by using low channel
rate (most devices are far away from the eNB). Contrarily, the other four schemes have higher probability to transmit data
through the gateways; thus, the resource is utilized well and more requests can be satisfied. Note that our scheme has the
highest satisfaction ratio because it can aggregate small data based on temporal and spatial manners with the long-term and
short-term traffic scheduling. Therefore, more small requests can be aggregated efficiently and transmitted successfully.

5.4.4. Path assignment ratio
Finally, we observe the path assignment ratio of all schemes in Fig. 16, where the number of devices is 4000. As can be

seen, except for the DC scheme, most schemes assign two-hop paths for devices to transmit data through the gateways.
Specifically, our scheme assigns up to 95% of devices with two-hop path; thus, it can fully elaborate the temporal and spatial
aggregation manners to achieve higher performance.
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Fig. 14. Comparisons on traffic latency distribution of all schemes.

Fig. 15. Comparisons on satisfaction ratio of all schemes.

6. Conclusion

In this paper, we have addressed the DRX scheduling and small data aggregation problems under the consideration of
resource efficiency and power saving for IoT communications in LTE-M networks. We have shown this problem to be NP-
complete and proposed the AEDS scheme,which consists of three phases. The first phase exploits long-term static scheduling
for periodic data to ensure the latency and data rate while minimizing the devices’ wake-up time. The second phase exploits
DRX technology to further decrease devices’ power consumption through optimizing their DRX configurations. The third
phase employs short-term dynamic scheduling for event-driven, query-based data to improve transmission efficiency.
Extensive simulation results show that the proposed scheme can improve resource efficiency, enlarge network capacity
while reducing power consumption compared to the existing schemes.
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Fig. 16. Comparisons on path assignment ratio of all schemes (N = 4000).
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