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A B S T R A C T

In recent years, intelligent devices such as smart phones and smart tablets are grown and developed rapidly.
High-bandwidth media services such as live streaming, gaming and multi-user video conferencing are more and
more popular. This results in spectrum resource depletion of the cellular network. To alleviate the problem, the
3rd Generation Partnership Project (3GPP) has proposed a new technology, called device-to-device (D2D) com-
munications. However, D2D devices and direct link cellular users all share and access the same spectrum re-
source, thus degrading the network performance significantly due to the interference. In addition, due to the
frequent communication nature of streaming and gaming services, the power consumption of devices is in-
creasing dramatically. To mitigate above problems, this paper investigates how to improve the spectrum effi-
ciency by well scheduling and allocating radio resource to more concurrent D2D and cellular users on the uplink
direction and reduce unnecessary power consumption of devices via Discontinuous Reception (DRX) scheduling
while guaranteeing users' Quality of Service (QoS). We propose an energy-efficient resource and sleep scheduling
scheme. This scheme first establishes a conflict graph to maintain the transmission and interference relationship,
and then tries to maximize concurrent D2D and mobile users by resource reuse. At the same time, the method
also exploits DRX technology to further decrease possible interference and conserve devices’ power consumption
through optimizing their sleep operation. Simulation results show that our scheme can achieve better perfor-
mance on system throughput, network capacity, and power saving compared to the existing schemes.

1. Introduction

In recent years, intelligent devices such as smart phones and smart
tablets are developed and extensively spread rapidly. High-bandwidth
multi-media services such as live streaming (Singh et al., 2016), file
sharing (Wang et al., 2015) and video conferencing are getting more
and more popular. As a result, the spectrum resource depletion over the
cellular network becomes a severe problem (Cao et al., 2016). To
support more concurrent devices, the 3rd Generation Partnership Project
(3GPP) (Astely et al., 2009) has proposed a new technology, called
device-to-device (D2D) communications (3GPP TS 23.303, 2017;
Gandotra and Jha, 2016), to mitigate the spectrum depletion problem.
D2D allows direct transmission and reception between two devices
without the base station in the middle. This significantly reduces the
spectrum access loading of the base station, decreases the network
congestion problem (Janis et al., 2009) and increases the spectrum
utilization.

However, the D2D communication accesses the same spectrum re-
source as direct cellular users, thus degrading the transmission effi-
ciency of each device significantly due to the interference (3GPP TS
36.843, 2014). Specifically, when multiple D2D devices access the same
uplink resource as the direct uplink mobile user at same time, the
transmitters of the ongoing D2D communication pairs will interfere
with the reception of the base station; on the contrary, the direct uplink
mobile user will also interfere with the receiving of the D2D. Therefore,
how to effectively allocate uplink radio resource for D2D communica-
tions and cellular users while reducing the mutual interference is a
critical issue.

On the other hand, power saving is also an important issue
(Solimana and Songb, 2017; Liang et al., 2013). To extend the battery
life of devices, the standard has proposed Discontinuous Reception/Dis-
continuous Transmission (DRX/DTX) (3GPP TS 36.331, 2017). When no
data needs to be delivered, DRX/DTX allows the device to turn off the
wireless access interface and enter into the sleep mode for power
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saving. However, how to schedule the sleep of devices is an open issue.
In this paper, we will show how to schedule and allocate radio resource
to improve the network throughput and efficiency via more concurrent
D2D and direct cellular user communications on the uplink direction
and reduce unnecessary power consumption and interference of devices
by exploiting DRX/DTX while ensuring their QoS.

The proposed method includes two phases. In the first phase, we
first model a 5G D2D network as a conflict graph G(V, E) according to
the interference level between D2D links and between D2D links and
the direct links. To guarantee the QoS and maximize the sleep ratio of
devices, the sleep cycle of devices are set by referring to the delay
constraint. Furthermore, to prevent extra wake-up time of devices be-
cause of resource collision, for any two devices, the setting of the sleep
cycles follow the exponential increment rule. Then, by jointly consider
the conflict graph, sleep cycle of device and the required resource block
(RB) sizes, we determine and form spatial reuse groups (SRGs) for D2D
and direct link user equipments (UEs), where UEs in the same SRG can
share the same RBs. Moreover, UEs in the same SRG will have similar
sleep patterns, so later the resource and sleep schedule of SRG can take
care of both high resource reuse degree and good power saving. Based
on the SRG grouping results of the first phase, the second phase sche-
dules the RB resource and the sleep parameters of each SRG to increase
the capacity of the network, guarantee the QoS of services and optimize
the power saving of devices. Extensive simulation results show that the
proposed scheme can increase radio resource efficiency, raise system
throughput and improve power saving effectively.

Major contributions of this paper are threefold. First, this is the first
work addressing the joint problem of physical resource allocation and
DRX sleep scheduling for D2D communications in 5G networks. Second,
we develop a low-complexity and high-efficiency scheduling scheme to
elaborate the DRX mechanism with the resource scheduling for D2D
and cellular UEs to ensure the QoS requirements while minimizing their
energy consumption. We also analyze the time complexity of the pro-
posed scheme to be O(N2). Third, through the extensive simulation
results, it has been validated and shown that the joint problem can be
well solved by our proposed scheme and our scheme can save energy
significantly as compared to other existing schemes.

The rest of the paper is organized as follows. Section 2 surveys re-
lated work. Section 3 introduces the preliminary and formally defines
the problem. Section 4 presents the proposed scheme. Numerical results
are shown in Section 5. Finally, the conclusion is given in Section 6.

2. Related work

In the literature, several studies have surveyed D2D communication
and concluded that D2D can effectively improve the spectrum usage
and increase the network throughput. Specifically, the study (Noura
and Nordin, 2016) pointed out that interference management techni-
ques can benefit the spectrum reuse and proximity gain. The work
(Gandotraa et al., 2017) mentioned that certain architectural en-
hancements can improve spectral efficiency, energy efficiency and
system throughput. The reference (Ahmada et al., 2017) showed that
the resource allocation of D2D communications can achieve high data
rates, ubiquitous coverage, and low latency. In addition, the research
(Lioumpas and Alexiou, 2011) proposed to give different priorities to
UEs and suggested to give higher priority to the device with low delay
tolerance. However, results show that the performance gain is limited.
In reference (Gu et al., 2015), the work proposed to allow a direct link
UE and a D2D communication pair to form a resource sharing pair
(RSP) and the pair can share the same RBs to increase the throughput of
the network. In (Xue and Wen, 2015), the work further proposed to let a
D2D communication pair to share resources with multiple direct link
UEs. Via satisfying the minimal required signal to interference noise
ratio (SINR) of UEs, the system throughput is improved. In reference
(Hajiaghayi et al., 2014), this paper proposed to find multiple D2Ds
sharing the same RB resources via graph coloring to improve the overall

throughput of D2D communications. However, the above studies ig-
nored that multiple direct link UEs and multiple D2D devices can share
the same resource concurrently if there is no or only limited inter-
ference, especially in the case of large differences in transmission rate.
In (Zhang et al., 2015), the paper proposed to decrease the interference
between the direct link UE and D2D through fractional power control,
thus increasing the network throughput. In references (de Melo et al.,
2015a) and (de Melo et al., 2015b), they proposed to improve the
system power consumption via their soft dropping power control
scheme, which adjusts UE's transmission power to achieve target SINR.
In (Asheralieva and Miyanaga, 2016), the work proposed a scheme to
meet each user's minimum SINR requirement and guarantee the QoS.
The study (Han et al., 2014) proposed the bipartite matching based
allocation method, which limits the maximum allowed transmission
power by exploiting the minimum SINR requirement, which improved
system capacity and power consumption. In (Sultana et al., 2017), a
two-stage scheduling approach is proposed to allocate the radio re-
sources by leveraging an adaptive metric with interference, data rate,
and transmission power. However, the above studies didn't include DRX
mechanism. This makes the network fail to further improve the power
saving.

Therefore, based on the above observations, it motivates us to ad-
dress the resource and sleep scheduling problem in D2D co-existing
networks. To the best of our knowledge, this is the first paper to discuss
this issue. The objective of the work is to enhance the spectrum utili-
zation, increase the system capacity and reduce the power consumption
of UEs while guaranteeing the QoS of services.

3. Preliminary

In this section, we first introduce the D2D communication in 5G
networks. Then, we describe the supported traffic features and QoS
requirements defined in the standard. Next, we describe the
Discontinuous Reception (DRX) mechanism. Finally, we formally define
the uplink resource allocation and sleep scheduling problem in 5G D2D
networks.

3.1. D2D communication

In 5G networks, there are two types of D2D communications: one is
One-to-One (Fig. 1(a)(I)) and the other is One-to-Many (Fig. 1(a)(II)).
The D2D network architecture is shown in Fig. 1(a). One-to-one com-
munication is used for file transfer and data sharing applications (Guo
et al., 2016). One-to-Many communication is used for advertisement
distribution and public safety (Ali et al., 2016; Kim and Lee, 2015). In the
D2D network, D2D devices and the direct link UEs share the uplink
radio resource (3GPP TS 36.843, 2014). Therefore, D2D and direct link
UEs will interfere with each other. Fig. 1(b) shows an example. In the
figure, there are two direct link UEs, UE1 and UE2 and three D2D
communication groups, D2D1, D2D2 and D2D3. D2D communications
may be interfered by direct link UEs if they transmit at the same time
and use the same RBs, such as D2D1 and D2D3 are interfered by UE1 and
UE2 (i.e.,

 
Iu1 and

 
Iu2 ), respectively. On the other hand, the uploading

direct link UEs are possible to receive the interference at the base sta-
tion from D2D communications, i.e.,

 
Id1 and

 
Id3 . Actually, if the

transmission of each device can be properly managed, direct link UEs
and D2D communications can transmit without causing interference.
For example UE1 and D2D2 can transmit concurrently without inter-
ference, so do UE2 and D2D1 or UE2 and D2D2. Therefore, how to
schedule the transmission of direct link UEs and D2D devices is an
important problem in D2D communication networks. A good schedule
can improve the radio resource sharing and avoid interference between
devices.
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3.2. Traffic features and QoS requirements in the standard

The 3GPP standard supports two types of data streams (Alasti et al.,
2010): 1) Guaranteed Bit Rate (GBR) and 2) Non-Guaranteed Bit Rate
(Non-GBR) data streams. The GBR stream supports real time streaming
service, such as Voice over IP (VoIP), video streaming and gaming. The
Non-GBR stream supports non-real time streaming service, such as IP
Multimedia Subsystem (IMS) and TCP-based application. According to
the current standard, D2D communication is used in real-time proxi-
mity communication, conversational voice and file transfer (Lin et al.,
2014). Therefore, we primarily focus on the GBR in this paper. The
supported QoS Class Identifier (QCI) and each of its required delay
budget and example services are shown in Table 1. Each GBR stream
will have its required QoS needed to be guaranteed.

3.3. Discontinuous Reception (DRX) mechanism

The 3GPP standard defines Discontinuous Reception (DRX) and
Discontinuous Transmission (DTX) to support sleep mode, which is
controlled by the Radio Resource Control (RRC). The central base sta-
tion (also called the Evolved Node B, eNB) can initialize DRX mechanism
by sending MAC control signal (3GPP TS 36.321, 2017). Each device

can operate according to its DRX sleep parameters and all these para-
meters are configured by eNB. An overview of the DRX operation is
shown in Fig. 2. The length of DRX wake-up time and sleep time are in
unit of subframes (1 subframe=1ms). DRX supports two types of sleep
cycles. One is the short cycle; the other is long cycle. Since D2D com-
munications are usually used in real time services, this paper focuses on
the DRX short cycle. In DRX, there are four sleep parameters which are
used in this work. They are 1) shortDRX-Cycle, 2) on-duration, 3)
drxStartOffset and 4) drx-InactivityTimer. ShortDRX-Cycle is the DRX
short cycle. On-duration is the least number of wake-up subframes that
the UE must keep active at the beginning of a DRX cycle in which the
UE monitors the physical downlink control channel (PDCCH). The
drxStartOffset is the subframe where the DRX starts. Once the UE re-
ceives data packets during on-duration, the UE will start the drx-In-
activityTimer. If the UE receives any data packets before the timer
expires, the drx-InactivityTimer will be reset; otherwise, the UE will go
back to sleep once the timer expires.

Fig. 3 showes the D2D communication setup procedure combined
with DRX initialization process. We consider two mobile devices (UE1
and UE2), where they will communicate by D2D communication and
initiate DRX mechanism. (1) UE1 and UE2 will both register to the eNB
with the D2D identity (D2D-ID) information by sending RRC connection
request. (2) Once UE1 sends data to UE2, UE1 will first send a scheduling
request (SR) to the eNB via physical uplink control channel (PUCCH)
and then report the buffer status report (BSR) to the eNB by physical
uplink shared channel (PUSCH). Except BSR, information such as D2D-
ID of UE2, traffic rate and delay budge will all be included in the
message. (3) On the eNB receiving the request, it will assign the D2D
transmitter (D2D TX grant) and the D2D receiver (D2D RX grant) re-
sources to UE1 and UE2, respectively, via PDCCH. The DRX sleep
parameters, including shortDRX-Cycle, on-duration, drx-In-
activityTimer and drxStartOffset, are also carried in the message. (4)
After step (3), UE1 and UE2 can operate according to the received DRX
parameters and communicate directly by D2D communication.

Fig. 1. D2D communications and 5G network architecture.

Table 1
Standardized QCI characteristics in the standard (3GPP TS 23.203, 2017).

QCI Packet Delay
Budget

Example Services

1 100ms Conversational Voice
2 150ms Conversational Video (Live Streaming)
3 50ms Real-Time Gaming
4 300ms Non-Conversational Video (Buffered Streaming)
5 100ms IMS Signaling
6 300ms Video (Buffered Streaming), TCP-based (e.g., www, e-

mail, chat, ftp, p2p file sharing, progressive video, etc.)
7 100ms Voice, Video (Live Streaming), Interactive Gaming
8 300ms Video (Buffered Streaming), TCP-based
9 300ms Video (Buffered Streaming), TCP-based

† Note that the traffic model of D2D is full buffer and the applications are VoIP
and FTP2 with the file size of 10 Kbytes (3GPP TS 36.843, 2014; Luo et al.,
2017; 3GPP TS 36.877, 2015).

Fig. 2. Overview of the DRX operation.
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3.4. Problem definition

In this paper, we consider a direct communication (from UE to the
eNB) and D2D communication coexisting uplink network. In the net-
work, we assume that there are one eNB and N devices and the network
operates under the FDD (frequency division duplex) mode (3GPP TS
25.214, 2017). In the N devices, n UEs are direct communication UEs
and N− n UEs are D2D communication UEs. For each transmitter de-
vice Devi, we denote its receiver by =Dev Dev{ }i

R
j , ≤ ≤Dev M1 i

R ,
where Devi

R is a receiver set of Devi and M is the maximum allowable
number of receivers. Each Devi has the data rate Ri (in bits/ms) and
packet delay budget Di (in ms). The available bandwidth per uplink
subframe is Ω (in resource blocks (RBs)). The channel rate of Devi may
vary over time (in bits/RB), denoted as = ∈C Cmin { }i j Dev iji

R . The channel
rate and each of its corresponding modulation and coding scheme
(MCS) and required signal to noise ratio (SNR) are shown in Table 2. In
this paper, we allow spatial reuse which makes a group of D2Ds and a
number of direct link UEs share RBs and achieve parallel transmissions.
A spatial reuse group is denoted as SRGx, x=1..y, where y is the total
number of spatial reuse groups. The objectives of this paper are to
improve the system capacity via enhancing the spectrum reuse and re-
duce the devices’ power consumption through sleep scheduling, where
the sleep parameters of each UE such as on-duration (Ti

on), shortDRX-
Cycle (Ti), drxStartOffset (Oi) and drx-InactivityTimer (Ai) have to be
determined.

4. The proposed scheme

In this section, we will present our high-efficiency and low-com-
plexity scheme. The flowchart is illustrated in Fig. 4. Specifically, this
scheme is composed of two phases. In the first phase, we model the D2D
co-existing network as conflict graph G(V, E) according to the inter-
ference between D2D communications and between D2D and direct link

communications. If there is no interference between links, we can group
them together and let them transmit at the same time with the same
resource to enhance the spectrum efficiency. This phase will also de-
termine the shortDRX-Cycle Ti according to the QoS requirements of
each device Devi. Then, we use the conflict graph G(V, E), shortDRX-
Cycle Ti and data size to jointly determine which devices can form
spatial reuse group (SRG) to share the same RB. In the second phase, the
radio resource assignment of an SRG is based on the maximum number
of required radio resource of member devices in the SRG. It iteratively
allocates the SRG with the least wasting resource to increase the re-
source efficiency while guaranteeing the QoS. After resource assign-
ment, we then optimize the DRX parameters for power saving. The detail
of the proposed scheme is depicted as follows.

Fig. 3. D2D communication procedures (Tsolkas et al., 2014).

Table 2
Channel Quality Indicator (CQI) supported in the standard (3GPP TS 36.213,
2017).

CQI index Modulation Code
rate×1024

Capacity (bits/
RB)

SNR Threshold

1 QPSK 78 12.79 <0
2 QPSK 120 19.69 2.5
3 QPSK 193 31.67 5
4 QPSK 308 50.53 6.5
5 QPSK 449 73.67 9
6 QPSK 602 98.77 11
7 16QAM 378 124.03 17
8 16QAM 490 160.78 17.5
9 16QAM 616 202.13 19
10 64QAM 466 229.36 22
11 64QAM 567 279.07 24
12 64QAM 666 327.79 25
13 64QAM 772 327.79 26
14 64QAM 873 379.97 27
15 64QAM 948 429.68 29
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4.1. Phase1: grouping devices and initializing sleep cycles

The objective of Phase1 is to establish the conflict graph based on
the interference relationship between links. After setting up the conflict
graph, Phase1 will continue to determine SRGs, where devices in the
same SRG can share the same radio resource without causing inter-
ference. Then, for each SRGx, x=1…y, its sleep cycle will be selected.

Step 1. First, we model the D2D network as a conflict graph G(V, E),
where =V v v v{ , , .., }N1 2 and each vi represents the link of Devi and
Devi

R, and

=E e v v{ if( , ) causes interference}.i j i j, (1)

Therefore, if there exists two vertices vp and vq in G which are not
connected, means that vp and vq can transmit at the same time and share
the same resource without any interference.

Step 2. Next, for each device Devi, determine the shortDRX-Cycle Ti
based on its delay budget Di and the required amount of RBs. We
first sort all Devi, i=1..N, in ascending order according to their
delay budget Di. Without loss of generality, let
D1≤D2≤⋯≤Di≤⋯≤DN. Ti is determined by

=
⎧
⎨
⎩

=
⎢
⎣

⎥
⎦

× =−−

T
D i

T i N

, if 1

, if 2. .
,i

i
D

T i 1
i

i 1 (2)

where T1=D1 can be seen as the DRX basic cycle. Eq. (2) guarantees
Ti≤Di for each Devi, i=1..N. In other words, the Devi's arrival data is
guaranteed to be delivered within Ti. That is, the settings of Ti, i=1..N,
guarantee the packet delay budget Di constraint for each Devi. In

addition, Eq. (2) makes Ti be an integer multiple of Tj, j=1..i− 1. This
feature will help to avoid resource competition for devices in the re-
source scheduling part afterwards. After determining Ti, we then cal-
culate the amount of required RBs for each Devi in a Ti cycle, i.e.,

= ⎡
⎢⎢

× ⎤
⎥⎥

RB R T
C

,i
i i

i (3)

where Ri× Ti (in bits) is the total amount of arrived data size of Devi
during Ti, Ci (in bits/RB) is the channel rate of Devi. Eq. (3) calculates
the required number of RBs to guarantee the data rate Ri of Devi.

Step 3. Sort all Devi, i=1…N, with positive Ri in ascending order
according to their Ti (if there is a tie, sort them according to RBi in
descending order). Without loss of generality, we have the device
list L, i.e.,

= ⋯ ∀ ∈ ∪L Dev Dev Dev Dev UE D D( , , , ), 2 ,i i1 2 (4)

where UE is the set of cellular transmitters and D2D is the set of D2D
transmitters.

Step 4. Let SRGx be the spatial reuse group x, x=1..y, Tx
G and RBx

G

be the sleep cycle length and the maximum required amount of RBs
for devices within SRGx, respectively. Initially, y=0. Then, for each
Devi in L and Devi ∈ D2D, check SRGx, x=1..y, in sequence. If Devi is
with the same sleep cycle Ti as ∗Tx

G and Devi is interference-free with
∗SRGx , update = ∪∗ ∗SRG SRG Devx x i and =∗ ∗RB RB RBmax( , )x

G
x
G

i . On
the contrary, if no SRG meets the requirement, create new
SRGy+1= {Devi} and set y= y + 1, =T Ty

G
i, =RB RBy

G
i. Eq. (5)

shows how we find ∗SRGx for a device Devi ∈ D2D in L.
Step 5. For each Devi in L and Devi ∈ UE, check SRGx, x=1..y,
sequentially. If Devi is with the same Ti as ∗Tx

G and Devi is inter-
ference-free with the D2D links in ∗SRGx , do the following. If

− ∑ × <∈∗ ∗RB RB RBΦx
G

j SRG j j i
x

, where Φj=1 when Devj is a cel-
lular transmitter and Φj=0 when Devj is a D2D transmitter, then
check next SRG; otherwise, set = ∪∗ ∗SRG SRG Devx x i. On the con-
trary, if no SRG can include Devi, create new SRGy+1= {Devi} and
update y= y + 1, = =T T RB RB,y

G
i y

G
i.

Below, we give an example in Fig. 5 to show the operation of
Phase1. We consider the D2D network with one eNB serving 18 devices,
which contains 10 direct link UEs and 8 D2D devices, as shown in
Fig. 5(a). In Step 1, it establishes the conflict graph based on the in-
terference relationship between direct link UEs and D2D devices, as
shown in Fig. 5(b). In Step 2, it determines the shortDRX-Cycle Ti and
the amount of required RBs for each device Devi, i=1..18. In Step 3, it
sorts all Devi based on their shortDRX-Cycle Ti and gets the device list L,
as shown in Fig. 5(c). In Step 4, it selects the D2D device with the same
sleep cycle to SRGx's and being interference-free with SRGx and then
removes it from L until all devices in L are UEs. Specifically, in the 1st
round, it selects Dev1 (which has shortDRX-Cycle= 100ms) and creates
a new SRG1= {Dev1}; then, it updates y=1, =T TG

1 1 and =RB RBG
1 1,

and removes Dev1 from L accordingly. In the 2nd round, it selects Dev2
from L to achieve parallel transmission because Dev2 has the same
shortDRX-Cycle with SRG1 and also is interference-free with it. Then, it
updates SRG1= SRG1 ∪ Dev2 accordingly. In the 3rd round, because no
other D2D device has the same shortDRX-Cycle with SRG1 and is in-
terference-free with it, it selects Dev3 and creates a new SRG2= {Dev3}.
After that, it updates y=2, =T TG

2 3 and =RB RBG
2 3, and then removes

Dev3 from L. The 4th round is done similarly by selecting Dev4 into
SRG2. For the 5th to 8th rounds, the D2D devices with shortDRX-
Cycle= 200 are also selected. Thus, we have SRG3= {Dev13, Dev14}
and SRG4= {Dev5, Dev6}, respectively. Therefore, it can find all pos-
sible set of D2D links to share the same radio resource. In the 9th round,
it selects Dev8 due to having same shortDRX-Cycle with SRG1 and SRG2

(i.e., 100 subframes). However, Dev8 causes interference to Dev1 of
SRG1 but is interference-free with all devices of SRG2. Thus, it adds Dev8

Fig. 4. The flowchart of the proposed scheme.
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to SRG2 and updates accordingly. In the 10th round, it adds Dev12 to
SRG1 because SRG2 has insufficient resource. In the 11th and 12th
rounds, the operations are done similarly by adding Dev10 to SRG2 and

Dev11 to SRG1, respectively. These operations repeat in the 13th to 18th
rounds, which selects the D2D devices with shortDRX-Cycle= 200.
Through the above operations, it can find the minimal number of
spatial reuse groups for D2Ds and UEs, as shown in Fig. 5(d), which can
improve the spectrum efficiency.

= =

∈
=

∗SRG x T T interference free

Dev SRG Dev D D L

arg min { , _

( , ), 2 in }.

x
x y

x
G

i

i x i

1..

(5)

4.2. Phase2: resource and sleep scheduling for spatial reuse groups

Based on the SRG grouping results from the first phase, the second
phase is to determine each group's optimal schedule, including the
subframe index (Ox

G), resource index (Ix
G) and sleep parameters of Devi

in terms of on-duration (Ti
on), shortDRX-Cycle (Ti), and drxStartOffset

(Oi). The objective is to increase the total throughput of the system via
spatial reuse and conserve the energy of devices via sleep scheduling.
The detail of the second phase is depicted as follows.

Step 1. First, we classify the SRGs into S classes (classs, s=1..S). In
each classs, every SRGx ∈ classs is with the same Tx

G. For different
classes, for example, classi and classj, the sleep cycle of the members
in SRGs in classi is less than that in classj if i < j. Then, let δk be the
index of the first subframe with free resource of the kth basic cycle
and Rk be the index of the first free RB of the δk-th subframe in the
kth basic cycle. Initially, δk=1, Rk=1, = ⎡⎢ ⎤⎥

k 1. . T
T
N
1

.
Step 2. for each SRGx, i.e.,

∑= =
∈

ServedNum Dev x y, 1. . ,x
i SRG

i
R

x (6)

where Dev| |i
R is the total amount of links of Devi, if Devi's receiver is the

eNB, |Devi
R|= |{eNB}|= 1; otherwise, ≥Dev 1i

R .

Step 3. From the class with the smallest index, for example classŝ,
choose the ∗SRGx with the maximal average number of receiving
devices per RB, i.e.,

= ⎧
⎨⎩

∈ ⎫
⎬⎭∀ ∈

∗SRG ServedNum
RB

SRG classarg max .x
SRG class

x

x
G x ŝ

x ŝ (7)

Step 4. To serve ∗SRGx with the least subframes, from the 1st DRX

basic cycle to the ⎛
⎝

⎞
⎠

∗T

T

th
x
G

1
DRX basic cycle, choose the one which will

leave the minimal number of free RBs at the last allocated subframe
after allocate resource to ∗SRGx , i.e.,

= − + −∗

=
∗

∗( )k R RBarg min {Ω 1 %Ω }.
k

T
T

k x
G

1.. x
G

1 (8)

Step 5. Then, set = + − ×∗
∗ ∗O δ k T( 1)x

G
k 1, =∗ ∗I Rx

G
k and update

= + ⎢
⎣⎢

⎥
⎦⎥

+ −
∗ ∗

∗ ∗δ δk k
R RB 1

Ω
k x

G
, = + − +∗ ∗ ∗R R RB( 1)%Ω 1k k x

G . Remove

∗SRGx from classŝ and go back to Step 3. Step 3–5 are repeated until
all SRGs are scheduled or resources are exhausted.

We give an example in Fig. 6, which illustrates the optimal schedule
for spatial reuse groups. Based on the grouping resulted from Phase1,
we have four SRGs: SRG1, SRG2, SRG3 and SRG4, where the shortDRX-
Cycles of those SRGs are =T 100G

1 , =T 100G
2 , =T 200G

3 , =T 200G
4

(subframes) and the number of required RBs are =RB 310G
1 ,

=RB 250G
2 , =RB 740G

3 , =RB 220G
4 (RBs), respectively. First, in Step 1

of Phase2, it classifies the SRGs into 2 classes (e.g., class1, class2) in
ascending order according to Tx

G by class1= {SRG1, SRG2} and
class2= {SRG3, SRG4}. Next, it calculates the total number of receiving

Fig. 5. Operations of Phase1.
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devices for each SRGx by Eq. (6) as follows: ServedNum1= 5, Ser-
vedNum2= 4, ServedNum3= 6 and ServedNum4= 5, respectively.
Then, it chooses the SRGx with the maximal average number of re-
ceiving devices per RB by Eq. (7) and selects the cycle with the minimal
number of free RBs at the last allocated subframe after allocating re-
source to SRGx by Eq. (8). Specifically, in the 1st round, it chooses SRG1

to schedule because it has the maximal number of transmissions per RB
(i.e., 5

310
) in class1. Since the scheduling results is the same for basic

cycle k=1 and k = 2, i.e., {100 − (1 + 310 − 1)%100}=90, it
chooses the cycle with the smallest index, i.e., class1, to schedule and
sets =O 1G

1 (subframe index) and =I 1G
1 1 (resource index) for SRG1.

Similarly in the 2nd to 4th rounds, it chooses SRG2 to schedule in class1,
SRG4 to class1, and SRG3 to class2 and updates =O 4G

2 and =I 11G
2 for

SRG2, =O 6G
4 and =I 61G

4 for SRG4, =O 106G
3 and =I 61G

3 for SRG3,
respectively.

Step 6. For each Devi ∈ D2D, we determine its sleep parameters and
resource allocation. Here we assume Devi ∈ SRGx. Two cases are
considered. Case 1: If =I 1x

G , set = =O O I I,i x
G

i x
G and

= ⎡⎢ ⎤⎥ ∈T Dev SRGfori
on RB

i xΩ
i . Case 2: If ≠I 1x

G , we set Devi's sleep
parameter and resource allocation following Eq. (9). Above settings
guarantee that Devi can get the minimal on-duration while satisfying
the required resource.

⎧

⎨

⎪
⎪
⎪

⎩

⎪
⎪
⎪

= + = = ⎡⎢ ⎤⎥
≤ − − +

= =

= ⎡
⎢⎢

⎤
⎥⎥

+ −

set O O I T RB

RB I

set O O I I T

1, 1 and if

(Ω 1)

, and

otherwise.

i x
G

i i
on RB

i

x
G

x
G

i x
G

i x
G

i
on

I RB

Ω

1
Ω

i

x
G

i

(9)

Here, we give an example in Fig. 7 to illustrate the resource allo-
cation order for D2D devices and resource index for SRGx. Based on the
schedule results from Phase2, the SRGx are considered as two cases. For
Case 1, if the resource index is =I 1x

G , such as SRG1, the resource index
is set by = =I I 1i x

G for all D2D members in SRG1, which satisfies
≤RB RBi x

G and incurs the minimal wake-up time. Taking D2D2 of SRG1

as an example, when setting = =O O 1G
2 1 , = =I I 1G

2 1 , it can incur the
minimal wake-up time =T 3on

2 . For Case 2, if the resource index is
≠I 1x

G , such as SRG2 and SRG4, it can be further discussed in two cases.
If ≤ − − +RB RB I(Ω 1)i x

G
x
G , the D2D members of SRGx can incur the

minimal wake-up time. We take D2D4 of SRG2 as an example. Because
≤ − − +RB RB I(Ω 1)G G

4 2 2 and can incur the minimal wake-up time,
the resource index of D2D4 is set by I4= 1, O4= 5 and =T 1on

4 .
Otherwise, if setting the first subframe in SRG2 for D2D4, i.e., I4= 11,

O4= 4 and =T 2on
4 , this cannot incur the minimal wake-up time.

Therefore, through the above Cases 1 and 2, it can make sure that the
D2D members of SRGx have the minimal wake-up time.

Step 7. For each SRGx, determine cellular UEs' sleep parameters and
resource allocation as follows. First, we find the target device ∗Devi
according to the following Eq. (10). If such ∗Devi exists, set =∗O Oi x

G,

=∗I Ii x
G and = ⎡⎢ ⎤⎥

∗Ti
on RB

Ω
i . Then, update = + ⎢

⎣⎢
⎥
⎦⎥

+ −∗O Ox
G

x
G I RB 1

Ω
x
G

i ,

= + − +∗I I RB( 1)%Ω 1x
G

x
G

i and mark ∗Devi as allocated. On the
contrary, if such ∗Devi does not exist, we find the target device ∗Devi
by following alternative way.

= ⎧
⎨⎩

+ − ⎡⎢ ⎤⎥

= ⎡
⎢⎢

⎤
⎥⎥

∈ ⎫
⎬⎭

∗

+ −

i I RB

Dev UE SRG

arg min ( 1)%Ω if

, in .

i
x
G

i
RB

I RB
i x

Ω

1
Ω

i

x
G

i

(10)

= + − ∈∗i I RB Dev UE SRGarg min {( 1)%Ω in }.
i

x
G

i i x (11)

Then, set =∗O Oi x
G, =∗I Ii x

G, = ⎡
⎢⎢

⎤
⎥⎥

+ −
∗

∗Ti
on I RB 1

Ω
x
G

i and update

= + ⎢
⎣⎢

⎥
⎦⎥

+ −∗O Ox
G

x
G I RB 1

Ω
x
G

i , = + − +∗I I RB( 1)%Ω 1x
G

x
G

i . ∗Devi is marked

as allocated. The above operation will be repeated until all cellular UEs
in SRGx are marked.

Step 8. For each device, set drx-InactivityTimer to be 1 (Liang et al.,
2016), i.e., Ai=1, i=1..N. After completing above steps, we can
make devices obtain shorter on-duration (Ti

on) and set their
drxStartOffset (Oi), resource index (Ii), and drx-InactivityTimer (Ai)
ready to achieve better energy efficiency.

Below, we give an example in Fig. 8 to illustrate the resource allo-
cation order of UE members and resource index for SRGx. Consider the
scheduling result of SRG3 from previous example, the 1st round selects
UE15 by Eq. (10) because it can incur the minimal wake-up time and
have the minimal number of free RBs at the last allocated subframe.
Then, it sets the resource index for UE15 by = =I I 61G

15 3 ,
= =O O 106G

15 3 , =T 3on
15 , and updates =O 108G

3 , =I 71G
3 accordingly.

Similarly, the 2nd round selects UE16 and sets = =I I 71G
16 3 ,

= =O O 108G
16 3 , =T 3on

16 , and then updating =O 110G
3 , =I 91G

3 . In the
3rd round, because there is no UE which can incur the minimal wake-up
time, it chooses UE18 according to Eq. (11), which has the minimal
number of free RBs at the last allocated subframe that may make more
UEs to have the minimal wake-up time. Then, it sets the resource index

Fig. 6. An example of SRG scheduling.
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Fig. 7. An example of determining the DRX startOffset of D2D devices in SRG.

Fig. 8. An example of determining the DRX parameters of UEs in SRGs.

J.-M. Liang et al. Journal of Network and Computer Applications 116 (2018) 53–64

60



for UE18 by = =I I 91G
18 3 , = =O O 110G

18 3 , =T 3on
18 , and updates

=O 112G
3 , =I 41G

3 accordingly. Finally, in the 4th round, UE17 is se-
lected similarly.

4.3. Analysis of time complexity

In the proposed scheme, it works in two phases. In the first phase,
the step 1 costs O(N2) to construct a conflict graph because there are at
most N vertexes (i.e., links of devices) and each may establish a link
(i.e., causing interference) to other N− 1 vertexes. The step 2 first costs
O(N) to determine the shortDRX-Cycle for N devices and costs O(N log
N) to sort devices according to their delay budgets. Then, it costs O(N)
to calculate the amount of required RBs for N devices. Thus, the step 2
totally costs O(N) + O(N log N) + O(N)=O(N log N). The step 3 costs
O(N log N) to sort N devices in ascending order according to their cycle
lengths. The step 4 costs O(N2) for at most N D2D devices and each
needs to check N spatial reuse groups if it is interference free with them;
if not, it then costs extra O(1) to create a new SRG. The step 5 costs O
(N2) for at most N UEs and each checks at most N SRGs if the total
length is over the group size; if yes, it then costs additional O(1) to
create a new SRG. Therefore, the phase 1 totally costs O(N2) + O(N log
N) + O(N log N) + O(N2 + 1) + O(N2 + 1) = O(N2).

In the second phase, the step 1 first costs O(N log N) to classify at
most N SRGs and sort them according to their cycle lengths. Then, it
costs O(TN∕T1) to initialize the index of free RBs for TN∕T1 cycles. Thus,
the step 1 totally costs O(N log N) + O(TN∕T1)=O(N log N). The step 2
costs O(N2) to sum up the number of served devices for all SRGs, where
there are at most N SRGs and each SRG contains at most N devices. The
step 3 costs O(N) to find the SRG with the maximal average number of
receiving devices per RB. The step 4 costs O(TN∕T1) to choose the cycle
with the least subframe among TN∕T1 cycles. The step 5 costs O(1) to set
the index of subframes and RBs for the SRG chosen from step 2. Then,
steps 3∼5 are repeated at most O(N) times until all SRGs are scheduled.
Thus, steps 3∼5 totally cost O(N)× (O(N) + O(TN∕T1) + O(1))=O
(N2). The step 6 costs O(N) to determine the allocation index of sub-
frames and RBs for at most N D2D devices. The step 7 costs O(N2) to
determine the allocation index of subframes and RBs for at most N UEs,
where each UE is with the minimal number of remaining RBs after al-
locating in an SRG. The step 8 costs O(N) to determine the
InactivityTimer of N devices. Therefore, the phase 2 totally costs O(N
log N) + O(N2) + O(N2) + O(N) + O(N2) + O(N)=O(N2).

In brief, the time complexity of the proposed scheme incurred by the
two phases is O(N2) + O(N2)=O(N2).

5. Numerical results

We develop a simulator in C++ language to verify the effectiveness
of the proposed scheme.1 The system parameters in our simulation are
listed in Table 3 (3GPP TS 25.214, 2017). The network contains one
eNB and 100∼2000 devices, where these devices contain direct link
UEs and D2D devices, and the ratio is 2:1. The channel rates of the UE
and the D2D devices are determined by the distance between the UE
and the eNB and between the D2D transmitter and receiver, respec-
tively. Note that the UEs are deployed uniformly and apply random
walk mobility model with the speed of 1.4m/s (Deng et al., 2016).

Since the standard does not provide a specific method for D2D
scheduling, we compare our scheme against the most related schemes
from the literature, including Proportional Fairness Scheme (PFS) (Gu
et al., 2015), the Multi-user Resource Multiplexing Scheme (MRMS)
(Xue and Wen, 2015), the Opportunistic Scheme (OPP) (Hajiaghayi
et al., 2014), and the Adaptive Resource Allocation Scheme (ADR)

(Sultana et al., 2017). PFS allocates consecutive RBs to resource sharing
pairs to provide better transmission quality. MRMS allows one D2D and
multiple UEs to share the wireless resource. OPP clusters D2D com-
munications into groups and makes multiple D2D communications to
share wireless resource. Moreover, OPP prioritizes the scheduling of
clustered groups with higher throughput to improve performance. Fi-
nally, ADR allocates the resource for D2D and UEs by an adaptive
metric with interference, data rate, and transmission power under the
physical constraints.

5.1. System throughput

We investigate the effect of the number of devices on the system
throughput. In Fig. 9, we can see that when the number of devices in-
creases, the system throughput increases. PFS has the worst perfor-
mance because it limits the resource sharing by single UE and D2D
device. Since MRMS allows the wireless resource sharing between one
D2D and multiple UEs, it performs better than PFS. OPP uses clustering
to share the wireless resource for more D2Ds, therefore OPP has a
higher throughput than MRMS. The performance of ADR scheme is
better than them because it can allocate resource adaptively based on
the physical status. Note that our scheme outperforms all other schemes
because our scheme can group more devices based on the conflict graph
and efficiently schedule resource based on the remaining space when
scheduling SRGs.

5.2. Number of served devices

We then investigate the effect of the number of requesting devices
on the average number of served devices. In Fig. 10, we can see that the
average number of served devices increases when the number of re-
questing devices increases, except for PFS. This is because PFS shares
the wireless resource only between single D2D and UE. MRMS performs
better than PFS because MRMS shares more resource between D2D and
multiple UEs. Since OPP clusters D2D communications to improve
transmission efficiency, it can have higher performance than MRMS.
ADR scheme outperforms all the above schemes because its adaptive
mechanism can find more suitable members of spatial reuse groups
according to the devices’ physical status. Note that our scheme can
achieve the highest performance because our scheme can optimize the
spatial reuse groups in phase 1 and fully reuse spectrum by packing
SRGs with the least remaining space in phase 2.

5.3. Successful scheduling ratio

Next, we investigate the effect of the number of devices on the
successful scheduling ratio. In Fig. 11, we can see that when the number
of devices increases, the successful scheduling ratio decreases due to
network saturation. Similarly, PFS has the worst successful scheduling
ratio because PFS shares least resource and thus more UEs cannot be
served successfully. MRMS and OPP perform better than PFS because

Table 3
System parameters (3GPP TS 25.214, 2017).

Simulation Parameter Value

Channel bandwidth 20MHz
Number of RBs per subframe 100
Cell radius 500m
Number of devices 100 ∼ 2000
Transmission power (fixed) 23 dBm
Distance between D2D 20m
UE path loss model 128 + 37.6⋅log(r), r in km
D2D path loss model 148 + 40⋅log(r), r in km
Delay budget 100, 300ms
UE request size 13, 26, 34 kbps
D2D request size 64, 128, 169 kbps

1 Currently, the well-known simulator, such as ns-3 (NS-3 Consortium, 2018), only
supports the procedure of device discovery for D2D communications. The physical
module of the D2D communication has not been supported completely.
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they can share more resource between UEs and D2D devices. The per-
formance of ADR scheme is better than the above schemes because it
can well share resource according to the adaptive metric. Note that our
scheme has higher successful scheduling ratio especially when the
number of devices ranges from 100 to 1100, where the improvement by
our scheme is up to 25% as compared to other schemes. This is because
our scheme can determine the best cycle length without violating de-
vices' delay budget. Thus, more devices’ QoS can be satisfied.

5.4. Average transmission bit per RB

In Fig. 12, we investigate the effect of the number of devices on the
average transmission bits per RB. As can be seen, the average bits per

RB of most schemes increases when the number of devices increases.
The performance of PFS is the lowest due to singular resource sharing.
MRMS, OPP, and ADR have lower average bits per RB because they may
not fully leverage spectrum reuse for the D2D and UE links, thus lim-
iting the performance. It is worth noting that our scheme outperforms
all other schemes because our scheme can well share resource by
considering the total amount of links, therefore achieving higher per-
formance.

5.5. Sleep ratio

Next, we investigate the effect of the number of devices on the
average sleep ratio. In Fig. 13, we can see that when the number of
devices increases, the average sleep ratio decreases. PFS, MRMS, OPP,
and ADR have the worse average sleep ratio because they do not em-
ploy DRX and their data reception do not contain periodic features, so
devices need to keep waking up for possible data delivery. For our
proposed scheme, when the number of devices increases, the average
sleep ratio slightly decreases. The reason is that our scheme has to
ensure the quality of service for the devices by reserving the basic re-
quirement RBs for each device. Therefore, when the number of devices
increases, amount of available resource decreases, thus reducing the
sleep time of devices.

5.6. Power consumption

Here, we investigate the effect of the number of devices on the
average power consumption. The calculation of the power consumption
for direct link UEs and D2Ds are based on Fig. 15. As shown in Fig. 14,
we can see that when the number of devices increases, the average
power consumption per device increases. Similarly, PFS, MRMS, OPP,

Fig. 9. Impact of number of devices on system throughput.

Fig. 10. Impact of number of devices on average number of served devices.

Fig. 11. Impact of number of devices on successful scheduling ratio.

Fig. 12. Impact of number of devices on average transmission bits per RB.

Fig. 13. Impact of number of devices on average sleep ratio.
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and ADR incur the most power consumption because these devices need
to keep waking up to wait for possible data delivery. Our scheme has
least average power consumption because we apply DRX mechanism
and optimize the sleep parameters appropriately. Thus, data delivery
and resource scheduling are well determined and follow the regular
wake-up and sleep patterns. This effectively reduces the wake-up time
and power consumption of devices.

5.7. Computational time

Finally, we investigate the effect of the number of devices on the
computational time. The time is measured by the platform of Dell 990

with Intel i7-2600 3.4 GHz and DDR3-1600 16 GB. As shown in Fig. 16,
the computational time of most schemes increases when the number of
devices increases. Comparing with our scheme, PFS, MRMS, OPP, and
ADR have lower computational time because they neglect to guarantee
the QoS requirement of devices and may not fully utilize the spectrum
of the D2D and UE links. Our scheme has higher computational time
because it needs more time to parallel transmissions and calculate the
best sleep parameters to guarantee devices’ QoS. Fortunately, the total
computational time of our scheme is still less than 1 s even when the
number of devices increase up to 2000, which is much less than the
scheduling period (i.e., few seconds).

6. Conclusion

In this paper, we propose an energy-efficient DRX scheduling
scheme for D2D communication in 5G networks. We address the phy-
sical resource block allocation and DRX sleep scheduling problem
where the QoS requirements of D2D communications and direct link
UEs must be ensured. An efficient two-phase scheme is proposed to
tackle the problem. This scheme first establishes a conflict graph to
maintain the interference relationship of the network and then tries to
maximize the resource reuse between D2D and direct link UEs. In ad-
dition, our scheme also exploits DRX technology to conserve devices'
energy while decrease the interference of the network. Simulation re-
sults show that our scheme can enhance the system throughput and
save devices’ power consumption while guarantee their QoS require-
ments.
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