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Abstract—For next-generation wireless communications, the 3GPP Long Term Evolution-Advanced (LTE-A) is the most promising

technology which provides transmission rate up to 1 Gbps and supports various broadband multimedia services, such as IPTV and

Voice/Video-over-IP services. To reduce the energy consumption of user equipments (UEs), the LTE-A standard defines the

Discontinuous Reception Mechanism (DRX) to allow UEs to turn off their radio interfaces and go to sleep when no data needs to be

received. However, how to optimally configure DRX for UEs is still left as an open issue. In this paper, we address the DRX optimization

problem for multicast services. This problem asks how to guarantee the quality of service (QoS) of the multicast streams under the

Evolved Node B (eNB) while minimizing the UEs’ wake-up time. We prove this problem to be NP-complete and propose an energy-

efficient heuristic. This heuristic consists of two phases. The first phase tries to aggregate the required bandwidth of the multicast

streams for UEs to reduce their wake-up periods. The second phase further minimizes UEs’ unnecessary wake-up periods by

optimizing their DRX configurations. Extensive simulation results show that our scheduling is close to the optimum in most cases.

Index Terms—Discontinuous reception mechanism (DRX), energy saving, long term evolution-advanced (LTE-A), multimedia broadcast mul-

ticast service (MBMS), quality of service (QoS)
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1 INTRODUCTION

THE 3rd Generation Partnership Project (3GPP) develops
Long Term Evolution-Advanced (LTE-A) [2] for next-

generation wireless communications, which provides trans-
mission rates up to 1 Gbps for low-mobility UEs (user equip-
ments) and 100 Mbps for high-mobility UEs. This enables a
lot of broadband multicast/broadcast services such as Live
Mobile IPTV, Multiparty Video/Voice Conferencing, Interactive
Group Gaming, Telmatics Services, Stock Quote Streaming [3],
[4], [5]. Because such services are with one-to-many or many-
to-many communication features [6], LTE-A exploits Multi-
media Broadcast Multicast Service (MBMS) to enhance their
transmission efficiency. Specifically, when multiple UEs
request the same video stream, the base station (called
Evolved Node B, eNB) only needs to transmit one copy of the
video data to themulticast group to save bandwidth.

On the other hand, as mobile devices become more
and more powerful, the multi-tasking concept [7] is realized
such that multiple media streams can be subscribed and
displayed simultaneously on UEs. For example, the Multi-
Window mode on Samsung Galaxy Note 4 [8], QSlide feature
on LG Optimus G [9], Quasar for Apple iPad [10], andMulti-
View feature of Stick it! (e.g., Pop-up play) app on Android

devices [11]. With these features, users can run multiple
apps at the same time to improve the life quality, such as
watching Live IPTV (e.g., the CNN news, MLB baseball,
NFL football, and NBA basketball) when playing interactive
group games or joining multiparty conference calls [12].
However, streaming services on mobile devices are usually
constrained by the limited battery capacity [13]. To address
the issue, LTE-A defines the Discontinuous Reception Mecha-
nism (DRX) [14], [15] to allow UEs to turn off their radio
interfaces and go to sleep when no data needs to be deliv-
ered to them. That means once DRX is enabled, UEs will
wake up and sleep in a periodical manner to save their
energy. However, how to optimize the DRX configurations
from a system perspective is still left as an open issue.

In this paper, we address the DRX optimization problem
by asking how to satisfy the quality of service (QoS) ofmulticast
streams while minimizing UEs’ wake-up periods following
the DRX specification.We formulate this problem and show it
to beNP-complete.We then design an energy-efficient heuris-
tic, which includes two phases. In the first phase, a minimal
cost first strategy is adopted to reduce the necessary wake-up
periods for UEs. In the second phase, we optimize the DRX
parameters to further decrease UEs’ wake-up periods. Exten-
sive simulation results show that the proposed scheme can
significantly decrease thewake-up period ofUEs.

The rest of this paper is organized as follows. Related
work is discussed in Section 2. Preliminaries are given in
Section 3. Section 4 presents our scheme. Simulation results
are shown in Section 5. Section 6 concludes the paper and
gives some future directions.

2 RELATED WORK

In the literature, [16], [17], [18] focus on maximizing
the system utility under the consideration of multicast
services. However, they neglect the power consumption of
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UEs. Reference [19] considers the allocation of OFDM sym-
bols and tries to minimize the symbols allocated to UEs to
save their power. The study [20] investigates the energy
consumption incurred by UEs’ state transitions and tries
to minimize the number of state transitions to reduce
unnecessary power consumption. Recently, several studies
[21], [22], [23], [24], [25], [26] have considered the DRX
mechanism. Although they concluded that enabling DRX
can significantly reduce UEs’ power consumption, they do
not show how to optimize the DRX configurations. Refer-
ence [27] first proposes to adjust UEs’ DRX configurations,
but this scheme requires considerable control signaling for
the adjustment. In [28], a dynamic DRX scheme is pro-
posed to determine UEs’ sleep cycle based on their traffic
loads. In [29], an adaptive DRX is proposed to adjust UEs’
extended wake-up periods based on their channel qualities
to improve system utility. These studies all consider
unicast. Up to now, the DRX optimization problem for
multicast with QoS consideration is still an open issue to
be studied.

3 PRELIMINARIES

In this section, we first introduce the DRX mechanism.
Then, we will define our problem and prove the problem
to be NP-complete.

3.1 Discontinuous Reception Mechanism (DRX)

In LTE-A, the DRXmechanism is defined in theRadio Resource
Control (RRC) [30]. An example is shown in Fig. 1. The basic
unit of wake-up/sleep periods is subframe (with the length of
1ms). TheDRXmechanism supports short and long cycles for
real-time andnon-real-time streams, respectively. Sincemulti-
cast streams are real-time streams, we focus on short cycles
only. In the rest of this paper, “cycle” means “short cycle”
unless otherwise stated. When DRX enables, four parameters
need to be defined for each UE: 1) DRX-cycle-length, 2) DRX-
start-offset, 3) on-duration, and 4) InactivityTimer. The DRX-
cycle-length defines the basic period of the UE to receive the
arriving stream data from the eNB. It should be shorter than
the tolerable delay of the stream for QoS purposes. TheDRX-
start-offset defines the beginning subframe of a cycle. At the
beginning of each cycle, the UE has to wake up during on-
duration subframes. In each wake-up subframe, the UE will
monitor its incoming data from the eNB. If any of its data is
received, the UE will start an InactivityTimer and stay awake
before the timer expires. Before InactivityTimer expires, if the
UE detects any of its data arriving, it resets InactivityTimer to

its original value. This is repeated until the UE’s Inactivity-
Timer expires. Then, the UE goes to sleep and turns off its
radio interface to save energy. During the UE’s sleep period,
all the data for the UE will be buffered at the eNB until the
next on-duration arrives.

3.2 DRX and Multicast

In this paper, we investigate how to adopt DRX for multi-
cast streams. Considering the DRX configuration, we define
two metrics: internal cost and external cost, to evaluate the
wake-up costs incurred by the allocation order of multicast
groups and the DRX configuration. An internal cost occurs
when a UE has to stay awake to wait for the next service
(i.e., the next multicast group) that it subscribes to. We give
an example in Fig. 2. In this example, there are five UEs
(UE1 � UE5) and six multicast groups (G1 � G6) in the net-
work. The groups G1 � G3 will be allocated data every
20 subframes and the groups G4 �G6 will be allocated data
every 40 subframes. That means that 20 and 40 subframes
are the group-cycle-length of G1 � G3 and G4 � G6, respec-
tively. In addition, the eNB will allocate 2, 3, 4, 2, 2, 4 sub-
frames for G1, G2, G3, G4, G5, G6 every cycle, to satisfy their
data rates. EachUE can joinmore than onemulticast groups
(e.g., UE3 joins G1 and G3). We illustrate two allocation
orders of these groups in the following. Let the DRX-cycle-
length of UE3 be 20 subframes. Fig. 2a shows a poor alloca-
tion order for UE3 because it has to stay awake for
three extra subframes per cycle. These extra subframes are
called internal cost. Contrarily, Fig. 2b shows a better allo-
cation order because there is no internal cost for UE3. This
example indicates that the allocation order of multicast
groups matters.

On the other hand, the external cost is the idle waiting
time even after a UE has received the data of its last multi-
cast group during a wake-up period. With the same alloca-
tion order from Fig. 2b, Fig. 3 shows three different DRX
configurations for UE2 who subscribes to G1, G5, and G6. In
the first case, UE2 sets on-duration ¼ 2 and InactivityTimer
¼ 4. There is always an external cost of four subframes at
the end of each wake-up period. In the second case, UE2

sets on-duration ¼ 5 and InactivityTimer ¼ 1. The external
cost is 4 in the first wake-up period and 1 in the second
period. In the third case, UE2 sets on-duration ¼ 11 and
InactivityTimer ¼ 0. The external cost is 9 in the first period
and 0 in the second period. These examples indicate that
the allocation order of multicast groups and the DRX con-
figurations significantly affect UEs’ wake-up costs. This
strongly motivates us to study the DRX problem.

Fig. 1. An example of the DRX mechanism.
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3.3 The DRX Optimization Problem

We consider an LTE-A network with an eNB serving N
UEs. Assume that M multicast1 streams are available for
UEs to request in the network, which means that each
UEi; i ¼ 1::N; can request at most M multicast streams. For
simplicity, we use Gj; j ¼ 1::M; to represent the multicast
group which collects the UEs that subscribe to multicast
stream j. To maintain the QoS, each multicast stream j; j ¼
1::M; is with a delay constraint Dj (subframes) and a data
arrival rate Rj (bits/subframe). For each UEi; i ¼ 1::N , the
transmission rate from the eNB to UEi is Ci (bits/subframe),
which depends on the modulation and coding scheme (MCS).
The multicast DRX scheduling (MDS) problem asks how to
schedule M multicast groups (by determining the group

allocation order in terms of the group-cycle-length L̂j and

group-start-offset Ŝj
2 and the required number of subframe

Tj; j ¼ 1::M) and well configure UEs’ DRX parameters
(including each UEi’s DRX-cycle-length Li, DRX-start-offset
Si, on-duration Oi, and InactivityTimer Ii) such that the
delay constraint Dj of each stream j is not violated, the per-
ceived data arrival rate by UEi under its DRX configuration
is Rj, and the total number of wake-up subframes of all UEs
is minimal.

Theorem 1. The addressed problem is NP-complete.

Proof. To simplify the proof, we consider a special case
where the delay constraints of M multicast groups are
identical, i.e., Dj ¼ D1; j ¼ 2::M. Thus, the best group-

cycle-length L̂j of stream j; j ¼ 1::M will be the same as

their delay constraint Dj, i.e., L̂j ¼ Dj; j ¼ 1::M and the
best InactivityTimers Ii of each UEi will be 0. In addition,
consider that each multicast group Gj; j ¼ 1::M, requests

Tj ¼ 1 subframe to serve its arrival data in a cycle to
meet its QoS. We formulate the addressed problem as a
decision problem, called Multicast DRX scheduling deci-
sion (MDSD) problem, which is stated as follows. Given N
UEs and M multicast groups, where each UEi; i ¼ 1::N
can subscribe to one or more than one multicast groups
from G1::GM . Let Xi ¼ fGjjUEi 2 Gjg be the multicast
groups that UEi subscribes to. We ask whether or not

there exists a multicast group allocation order Â ¼
½A1; A2; ::; AM �, which Aj; j ¼ 1::M is Gj’s index in the
allocation order, such that the total amount of wake-up
periods of all UEs subscribing to them is less than or
equal to �, i.e.,

P
i¼1::N Oi � �, where Oi ¼ max8Gj;Gj0 2

XiðjAj �Aj0 j þ 1Þ. Next, we show that the MDSD prob-

lem is NP-complete.
We first show that MDSD problem belongs to NP.

Given a problem instance and a solution containing the
allocation order of M multicast groups G1::GM , this solu-
tion can be verified its validity in polynomial time. Thus,
MDSD problem belongs to NP. We then reduce the
Hyper-graph Optimal Linear Arrangement (HOLA) problem
[32], [33], which is known to be NP-complete, to the

MDSD problem. Consider a hyper-graph Ĥ ¼ ðV;EÞ,
where V ¼ fvi; i ¼ 1::Ng and E ¼ fej; j ¼ 1::Mg are the
vertex set and the hyper-edge set, respectively, where a
hyper-edge ei is a subset of V that can form a partial max-
imal complete graph. That means that each vertex vj in ei
connects with each other. The HOLA problem asks
whether or not we can find the function sð�Þ to label each
vertex with a distinct integer from 1 to M, i.e.,
sð�Þ : V ! f1; ::;Mg, such that the total lengths of all
hyper-edges, denoted by CĤ;s , is less than or equal to

��N , i.e., CĤ;s � ��N , where CĤ;s is defined as

CĤ;s ¼
X
8ei2E

max
8vj;vj0 2ei

jsðvjÞ � sðvj0 Þj:

Note that max8vj;vj0 2ei jsðvjÞ � sðvj0 Þj is the length of the
hyper-edge ei. We show that the HOLA problem has a
solution if and only if the MDSD problem has a solution.

Fig. 2. Effects of multicast allocation orders on the internal cost.

Fig. 3. Effects of on-duration and InactivityTimer on the external cost.

1. In LTE-A, the multicast employs UDP and transmits data in a
feedback-less manner [31].

2. The group-start-offset is defined as the beginning subframe when
allocating the data to stream j.
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Suppose that we have a solution to the MDSD prob-
lem, which is an allocation order of the multicast groups,
i.e., Â ¼ ½A1; A2; A3; ::; AM �, where Aj; j ¼ 1::M, is group
Gj’s index in the allocation order. Next, we regard the
multicast group Gj and UEi’s multicast groups Xi as

the vertex vj and hyper-edge ei in Ĥ, respectively. Then,
the allocation order ½A1; A2; A3; ::; AM � for the multicast
groups can constitute a one-to-one labeling function sð�Þ
such that the total lengths of hyper-edges is CĤ;s �
��N . This proves the if part.

Conversely, suppose that we have a solution to the
HOLA problem, which is a one-to-one labeling function
sð�Þ : V ! f1; ::;Mg such that the total length of all hyper-
edges in E is CĤ;s � ��N . Then, we assign the multicast

group Gj with an allocation orderAj equal to sðvjÞ. In this
way, the overall wake-up periods of all UEs in a cycle is
less than or equal to �. This constitutes a solution to the
MDSD problem. This proves the only if part. tu

4 THE PROPOSED SCHEME

Since the MDSD problem is NP-complete, finding the opti-
mal solution is impractical due to the time complexity.
Thus, we propose an energy-efficient heuristic to tackle the
problem. The heuristic consists of two phases. The first
phase exploits the “minimal cost first” strategy to reduce the
overall internal costs of UEs incurred by the allocation order
of multicast groups. The second phase is to further optimize
DRX configurations of UEs including InactivityTimers and
on-durations to reduce their overall external costs. The
detail of the scheme is described as follows.

4.1 Phase 1 - Minimal Cost First

The goal of this phase is to determine the allocation order of
multicast groups in terms of the group-cycle-length and
group-start-offset such that the overall internal costs of UEs
can be minimized while the data rate and delay constraint
of each multicast stream can be guaranteed. In the follow-
ing, we first select the group-cycle-length and group-start-
offset for each multicast group and then determine each
UE’s DRX-cycle-length and DRX-start-offset based on these
results. The detailed steps are depicted as follows.

Step 1: Sorting all multicast groups Gj; j ¼ 1::M, by their
delay constraints in an increasing order. Without loss gener-
ality, letD1 � D2 � ::: � DM .

Step 2: Let L̂j be the group-cycle-length of Gj; j ¼ 1::M.

Assume that 1 � L̂1 � D1 is known, we determine L̂j for
multicast group Gj; j ¼ 2::M as follows.

L̂j ¼ Dj

L̂j�1

$ %
� L̂j�1: (1)

By Eq. (1), the delay constraint of stream j can be guaran-

teed because L̂j � Dj; j ¼ 1::M. Also, Eq. (1) makes the
group-cycle-length of Gj be integer multiple of that of Gj0

when j0 < j (i.e.,
L̂j

L̂j0
2 Z if j0 < j). This design can avoid

two multicast groups colliding with each other. Finally,

Eq. (1) implies that L̂1 is the basic group-cycle-length in the

system and the allocation results will repeat every L̂M=L̂1

basic cycles. Note that L̂1 will be specified later on.
Step 3: Let Tj; j ¼ 1::M, be the number of subframes

required to serve stream j’s arrival data during group-

cycle-length L̂j, such that

Tj ¼ Rj � L̂j

minfCijUEi 2 Gjg

& ’
: (2)

In Eq. (2), the numerator part is the amount of arrival data
(in bits) of stream j during cycle L̂j and the denominator
part is the available transmission rate (bits/subframe) for
group Gj, which is restricted by the lowest transmission
rate of the UEs in Gj. This ensures the UEs in Gj to success-
fully receive the arriving data of stream j.

Then, we set L̂1 ¼ L̂	
1, where L̂	

1 is the best basic group-
cycle-length which minimizes the overall necessary wake-
up ratio of all UEs in corresponding groups, i.e.,

L̂	
1 ¼ arg min

1�L̂1�D1

X
j¼1::M

Tj

L̂j

� jGjj (3)

subject to Eq. (1). Here, Tj=L̂j is the necessary wake-up ratio

of stream j. Note that a smaller ratio Tj=L̂j will make the
UEs subscribing Gj with less necessary wake-up cost. By

finding the best basic group-cycle-length L̂	
1 from Eq. (3),

the total necessary wake-up periods for the UEs subscribing
to Gj; j ¼ 1::M can be minimized. Thus, by Eq. (1), Eq. (2),
and Eq. (3), we can guarantee those UEs’ QoS requirements
on the aspects of data arrival rate and delay constraint.

Step 4: Based on the results of previous step, we collect
those groups with the same group-cycle-length into the
same “class” and sort these classes by their group-cycle-
lengths in an increasing order, i.e., for any group Gj in classk,
its group-cycle-length is less than that of any group Gj0 in
class‘ if k < ‘. Later, we will follow the order to schedule
multicast groups class by class.

Next, we divide the time line into basic cycles and
assume S@ be the first available subframe in cycle @. To

schedule multicast groups, only the first L̂M

L̂1
cycles need to

be considered because the allocation behavior will repeat

every L̂M

L̂1
cycles. Initially, we set S@ ¼ 0; @ ¼ 1:: L̂M

L̂1
. Then, let

Ĝ be the set of unallocated groups and Â@ be the set of allo-

cated groups in cycle @; initially, Ĝ ¼ fG1; G2; ::; GMg and

Â@ ¼ f. In addition, let Ŝj be the group Gj’s group-start-off-

set; initially, Ŝj ¼ 0.
Then, we let ’@ ¼ fUEijUEi 2

S
G‘2Â@

G‘g represent the
subset of UEs who subscribe to the groups in the allocation

list Â@ and let ’̂ ¼ fUEijUEi 2
S

G‘2ĜG‘g represent the sub-
set of UEs who subscribe the groups that have not been allo-
cated. Based on these, we define the potential-internal-cost

function Ej;@ for each group Gj in cycle @; @ ¼ 1::
L̂j

L̂1
, to evalu-

ate the overall potential increased internal cost when allo-
cating Gj in cycle @, i.e.,

Ej;@ ¼ jKj;@j � Tj; (4)
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where

Kj;@ ¼ fUEijUEi 62 Gj; UEi 2 ’@; UEi 2 ’̂g (5)

which is the set of UEs that do not subscribe to Gj but have

subscribed at least one multicast group in Â@ and at least

one group still in Ĝ. We will give an example later.
Based on above cost function, we design two procedures

(procedure 1 and procedure 2) to select groups into the alloca-
tion list. Procedure 1 (the first group selection) selects the
first group into the empty allocation list (i.e., Â@ ¼ f) and
Procedure 2 (the middle group selection) selects the groups
when the allocation lists are not empty. These group selec-
tions are executed class by class and terminated until

Ĝ ¼ f. The detailed descriptions of the two procedures are
described as follows.

� Procedure 1: the first group selection. In procedure 1, we
select the first multicast group into the allocation list

Â@ from class1. Recall that the group-cycle-length of
the groups in class1 are equal to the length of basic
cycles. We select the first group Gj	 as follows:

Gj	 ¼ arg max
Gj2class1

jK0
j;1j � Tj

n o
; (6)

where K0
j;1 ¼ fUEijUEi 62 Gj; UEi 2 ’̂g. This means

that the group Gj	 in class1 is selected as the first
group if Gj	 would incur the maximal internal cost
when it is allocated into the middle of the allocation
list. Then, we add the group Gj	 as the first group of

all allocation lists Â@ by Â@ ¼ fGj	g; @ ¼ 1:: L̂M

L̂1
, and

updating class1 = class1 �Gj	. Next, set the offset of

Gj	 by Ŝj	 ¼ 0, and update the next available offset

of cycle @ by S@ ¼ Tj	; @ ¼ 1:: L̂M

L̂1
. Finally, update

Ĝ;’@, and ’̂ by Ĝ ¼ Ĝ�Gj	;’@ ¼ fUEijUEi 2 Gj	g;
for @ ¼ 1:: L̂M

L̂1
, and ’̂ ¼ fUEijUEi 2

S
G‘2ĜG‘g.

With procedure 1, we can avoid group Gj	 being
put into the middle of the allocation list that would
incur the maximal internal cost to the system.

� Procedure 2: the middle group selection. In procedure 2,
from the first non-empty class (denoted by classz),
we find the best pair of group Gj	 and cycle @	 which
conduct the minimal potential cost Ej	;@	 as the next

allocated group, i.e.,

Ej	;@	 ¼ min
Gj2classz;@¼1::

L̂j

L̂1

fEj;@g: (7)

Here, if more than one group Gj	 or cycle @	 match,
choose the one with the smallest index. Then, after

adding Gj	 to the allocation lists Â
@	þk�L̂j	

L̂1

; k ¼ 0::

L̂M

L̂j	
� 1, we update the offset of Gj	 by Ŝj	 ¼ ð@	 �

1Þ � L̂1 þ S@	 and update the next available group-
start-offset of cycles by S

@	þk�L̂j	
L̂1

¼ S
@	þk�L̂j	

L̂1

þ Tj	,

for k ¼ 0:: L̂M

L̂j	
� 1, and update ’

@	þk�L̂j	
L̂1

¼ ’
@	þk�L̂j	

L̂1

[

fUEijUEi 2 Gj	g, for k ¼ 0:: L̂M

L̂j	
� 1. Next, update Ĝ

and ’̂ by Ĝ ¼ Ĝ�Gj	 and ’̂ ¼ fUEijUEi 2
S

G‘2ĜG‘g,
and then remove Gj	 from classz.

With above procedures, we can effectively reduce
the potential internal costs of UEs. Now, we give a
simple example in Fig. 4 to show the evaluation of
the potential internal cost, where N ¼ 5;M ¼ 4; @ ¼
1 and all the groups are with the same group-cycle-
length (i.e., in the same class). In this example, we
assume that {G1, G2} have been allocated in the allo-

cation list Â1 but {G3, G4} have not been allocated.
Thus, if adding G3 as the next group of the allocation

list Â1, it will increase some idle periods of the UEs
(i.e., K3;1 ¼ fUE2; UE5g) because these UEs do not
subscribe to stream 3 but subscribes to the streams
ordered in front of and in back of stream 3 in the
allocation list (here, UE2 subscribes to fG2; G4g and
UE5 subscribes to fG1; G4gÞ. Thus, if allocating G3

into allocation list Â1, it takes increased internal cost
E3;1 ¼ jK3;1j � T3 ¼ 2� 4 ¼ 8 subframes.

Step 5: Finally, calculate the DRX-start-offset for each
UEi; i ¼ 1::N , as follows:

Si ¼ min
j¼1::M

fŜjjUEi 2 Gjg: (8)

Here, the DRX-cycle-length of UEi follows the shortest
wake-up cycle-interval that UEi has to awake to receive
their data of its subscribed multicast groups.

With phase one, we can determine the DRX-cycle-length
Li, DRX-start-offset Si for each UEi; i ¼ 1::N while ensuring
to meet the data rates and delay constraints of multicast
streams. Most important of all, it can reduce unnecessary
internal wake-up costs of UEs incurred by the allocation
order of multicast groups.

Below, we give a complete example in Fig. 5 to show the
operation of phase 1, where N ¼ 8;M ¼ 6, and @ ¼ 2. In the
example, assume G1 ¼ fUE1; UE2; UE3; UE4; UE7; UE8g, G2

¼ fUE2; UE5g, G3 ¼ fUE3; UE4g, G4 ¼ fUE3; UE4; UE6; UE7;
UE8g, G5 ¼ fUE6; UE7g, and G6 ¼ fUE6; UE8g, where the
streams’ group-cycle-lengths and the required subframes to
meet their data rates determined by steps 1 � 3 of phase

one are L̂1 ¼ L̂2 ¼ 20, L̂3 ¼ L̂4 ¼ L̂5 ¼ L̂6 ¼ 40 subframes
and T1 ¼ 2; T2 ¼ 4; T3 ¼ 3; T4 ¼ 2; T5 ¼ 1; T6 ¼ 4 subframes,
respectively. Consider the step 4 of phase 1, the class1 is
fG1; G2g because their group-cycle-lengths are equal to the
basic cycle-length. The scheme calculates the potential inter-
nal costs for such groups by jK0

1;1j � T1 ¼ 3� 2 ¼ 6, jK0
2;1j�

T2 ¼ 6� 4 ¼ 24. Then, it selects G2 as the first group of the

allocation lists Â1 and Â2 because G2 has the maximal
potential cost of 24. In the second round, it chooses the mid-
dle group through procedure 2 because all the allocation
lists are not empty. After calculating the potential internal
cost by E1;1 ¼ jK1;1j � T1 ¼ 0� 2 ¼ 0, group G1 is chosen as

the middle group for both the allocation lists Â1 and Â2

because G1 is the remaining group in the current class and
it incurs the minimal potential cost. Consider the third
round, the current class is fG3::G6g. Because the remaining
groups G3 � G6 are with the double group-cycle-length
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compared to that of the allocated groups fG1; G2g, these
groups have double choices to be added to the allocation
list in cycle 1 or cycle 2. So, after calculating the potential
costs by fE3;1 ¼ 2� 3 ¼ 6; E4;1 ¼ 1� 2 ¼ 2; E5;1 ¼ 3� 1 ¼ 3;
E6;1 ¼ 3� 4 ¼ 12g for cycle 1 and fE3;2 ¼ 2� 3 ¼ 6; E4;2 ¼
1� 2 ¼ 2; E5;2 ¼ 3� 1 ¼ 3; E6;2 ¼ 3� 4 ¼ 12g for cycle 2,
the pair of group G4 and cycle 1 is chosen because G4 incurs
the minimal cost in cycles 1 and 2, and thus we simply
choose the cycle with the smaller index for representation
(i.e., cycle 1) to add. Next, in the fourth round, it chooses G5

as the middle group for allocation list Â1 because fE3;1 ¼
3� 3 ¼ 9; E5;1 ¼ 3� 1 ¼ 3; E6;1 ¼ 3� 4 ¼ 12g by cycle 1 and

fE3;2 ¼ 2� 3 ¼ 6; E5;2 ¼ 3� 1 ¼ 3; E6;2 ¼ 3� 4 ¼ 12g by

cycle 2. In the fifth round, group G3 is selected in Â2 due to
fE3;1 ¼ 2� 3 ¼ 6; E6;1 ¼ 2� 4 ¼ 8g and fE3;2 ¼ 1� 3 ¼ 3;
E6;2 ¼ 2� 4 ¼ 8g. In the last round, group G6 is added simi-

larly. The final allocation results are Â1 ¼ ½G2; G1; G4; G5;

G6� and Â2 ¼ ½G2; G1; G3�, respectively. The detailed itera-
tions are shown in Fig. 5.

4.2 Phase 2 - Optimizing DRX Parameters

The goal of phase two is to determine the best DRX parame-
ters, including InactivityTimer Ii and on-duration Oi for
each UEi; i ¼ 1::N , to reduce its unnecessary external wake-

up cost. Recall that Ŝj is the group-start-offset of Gj deter-
mined in phase one. Below, we calculate each UEi’s Ii and

Oi based on the results of Ŝj; j ¼ 1::M. Specifically, we first
define the external cost function to represent the external
wake-up period of UEi with InactivityTimer Ii and on-dura-
tion Oi. Then, we choose the best pair of InactivityTimer
and on-duration which incur the minimum external cost for
each UE. The detailed operations are depicted as follows.

First, let Xi be the external cost function for UEi, which is
defined by

Xi ¼
X

@¼1::
L̂M

L̂1

ðmaxfðEPOi � Fi;@Þ; 0g þ IiÞ; (9)

where EPOi is the end point (in subframe) of UEi’s on-dura-
tion in each of its wake-up cycle (which will be specified

Fig. 4. An example of calculating the potential internal cost.

Fig. 5. An example of the operation of phase one.
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later) and Fi;@ is the end point (in subframe) of the last
group, that UEi subscribes to, in cycle @, i.e.,

Fi;@ ¼ max
j¼1::M

ðŜj mod L̂1Þ þ TjjUEi 2 Gj and Gj 2 Â@

n o
:

(10)

Eq. (9) shows that the external cost of UEi depends on the
necessary wake-up cost and the extended wake-up cost. The nec-
essary wake-up cost is incurred by the idle on-duration after
the end point of the last group that UEi subscribes to in each
wake-up basic cycle. The extended wake-up cost is incurred
by the InactivityTimer Ii. Now, we use two rules to find the
feasible Ii and Oi paris for each UEi. Then, we choose the
best pair from these solutions for each UEi which conducts
the minimal external cost. The details of the two rules are
depicted as follows.

Rule 1: Set Ii ¼ 0 and set Oi by Oi ¼ EPOi � SPOi. Here,
EPOi is the farthest end point of the last group, that UEi

subscribes to in all basic cycles, and SPOi is the closest start
point (in subframe) of the first group, that UEi subscribes to
in all basic cycles, i.e.,

EPOi ¼ max
@¼1::

L̂M

L̂1

fFi;@g;
(11)

SPOi ¼

min
@¼1::

L̂M

L̂1

min
j¼1::M

ðŜj mod L̂1ÞjUEi 2 Gj and Gj 2 Â@

n o� �
: (12)

If Ii is set to 0, Eq. (12) will set Oi be large enough to
cover all UEi’s subscribed multicast groups in each cycle
(we will give an example later).

Rule 2: Let Hi ¼ fhi;1; hi;2; ::; hi;kg be the set of “hole”
where a hole means an idle period of UEi when it wakes up
but no data to receive. Thus, a hole hi;k 
 0 occurs when
two adjacent groups Gj and Gj0 subscribed by UEi are sepa-

rated by other groups unsubscribed by it in a cycle. Note
that the case of UEi subscribing single group in a cycle is

regarded as the hole with zero size. We let €Gi;@ be the set of
group pair ðGj;Gj0 Þ in basic cycle @, where both groups Gj

and Gj0 are subscribed by UEi, and Gj0 is the next group

after Gj in Â@. Note that to make all UEi’s subscribed groups

have a partner in €Gi;@, we add two virtual groups in each
cycle @: one is G0 with T0 ¼ 0 at the beginning of each cycle
@ and the other is GMþ1 with TMþ1 ¼ 0 behind UEi’s last
group in cycle. Note that this will not affect the wake-up
behaviors of all UEs because such added groups do not
require any resource subframes due to T0 ¼ TMþ1 ¼ 0.

Thus, Hi can be derived as Hi ¼
S

@¼1::
L̂M

L̂1

hi;k

� � ¼ S
@¼1::

L̂M

L̂1

fðŜj0 mod L̂1Þ � ½ðŜj mod L̂1Þ þ Tj�j8ðGj;Gj0 Þ 2 €Gi;@g: Then,

we try to decrease the length of Oi conducted from Rule 1 to
reduce the external cost of UEi. To avoid missing multicast
data caused by a smaller Oi, a suitable value of Ii has to
be set. The worst case is to try Oi ¼ 1::ðEPOi � SPOiÞ
and calculate each of their corresponding Ii. Actually, only
jHij possible on-durations have to be calculated (we will
explain this later). For each hi;k in Hi, a pair of feasible on-
duration and InactivityTimer ðOi;k; Ii;kÞ for UEi can be

derived as follows:

Oi;k ¼ EPOi;k � SPOi;
Ii;k ¼ hi;k þ 1;

�
(13)

where EPOi;k is the end point of UEi’s on-duration Oi;k

against hi;k. EPOi;k can be derived below.

EPOi;k ¼ maxfðSPOi þ 1Þ; Yi;@g; (14)

where Yi;@ ¼ max
@¼1::

L̂M

L̂1

fðŜj0 mod L̂1Þ � ðIi;k � 1Þj8ðGj;Gj0 Þ 2
€Gi;@; ðŜj0 mod L̂1Þ � ½ðŜj mod L̂1Þ þ Tj� 
 Ii;kg. Eq. (14) guar-

antees all holes (i.e., idle periods) after on-duration Oi;k in

each cycle @ to be covered by the InactivityTimer Ii;k. This

can avoid UEi missing the multicast data because the Inacti-

vityTimer Ii;k will expire during an idle period which is

greater than or equal to Ii;k. Moreover, EPOi;k must be

greater than SPOi by 1 in order to trigger Ii;k.

Theorem 2. Given any group allocation order, above two rules
can find the optimal pair of on-duration Oi and Inactivity-
Timer Ii for UEi which incurs the minimum external cost.

Proof. For the rule 1 (by setting Ii ¼ 0 and Oi ¼ EPOi�
SPOi), it is clear that it incurs the minimum external cost
for the case of all groups with the same group-cycle-
lengths. Consider the rule 2 (by setting Ii ¼ Ii;k ¼ hi;k þ 1
and Oi ¼ Oi;k ¼ EPOi;k � SPOi), where we assume
Hi ¼ fhi;1; hi;2; ::; hi;kg. Let hi;k; hi;k0 2 Hi where hi;k <

hi;k0 and @h in Hi such that hi;k < h < hi;k0 . Then, we let

Xi;@ðhi;kÞ be the external cost derived from hi;k for UEi in
cycle @. Now, we show that the external cost derived
from hi;k must be less than or equal to that of any other
non-hole size ðhi;k þ tÞ where 0 < t < hi;k0 � hi;k, i.e.,

Xi;@ðhi;kÞ � Xi;@ðhi;k þ tÞ if hi;k < ðhi;k þ tÞ < hi;k0 . With-

out loss of generality, let Xi;@ðhi;kÞ ¼ ðmaxfEPOi;k; Fi;@g þ
Ii;k). Recall that EPOi;k ¼ maxfðSPOi þ 1Þ; Yi;@g, it is true
when EPOi;k ¼ SPOi þ 1 because Xi;@ðhi;k þ tÞ ¼
ðmaxfðSPOi þ 1Þ; Fi;@g þ ðIi;k þ tÞÞ > ðmaxfðSPOi þ 1Þ;
Fi;@g þ Ii;kÞ ¼ Xi;@ðhi;kÞ for each cycle @. Consider
EPOi;k ¼ Yi;@ where Yi;@ is determined by a hole larger
than hi;k and ðhi;k þ tÞ. Then, we have Xi;@ðhi;k þ tÞ ¼
ðmaxfYi;@ � t; Fi;@gþ ðIi;k þ tÞÞ 
 ðmaxfYi;@; Fi;@g þ Ii;kÞ ¼
Xi;@ðhi;kÞ for each cycle @. Otherwise, EPOi;k ¼ Yi;@ where
Yi;@ is determined by a hole larger than hi;k but smaller
than or equal to ðhi;k þ tÞ, which contradicts the previous
assumption of hi;k < ðhi;k þ tÞ < hi;k0 . Thus, it can find

the optimal pair of on-duration Oi and InactivityTimer Ii
for UEi which incurs the minimum external cost by
above two rules. tu
Based on the external cost function, we can find the best

pair of on-duration and InactivityTimer for each UE and
can effectively reduce their external wake-up cost. Below, we
give an example in Fig. 6 (based on the group allocation
order resulted from Fig. 5) to show the determination of the
best InactivityTimer and on-duration for UEs.We use UE8 as
the example, where UE8 subscribes to G1, G4, and G6. First,
the rule one finds a feasible pair of on-duration and Inactivi-
tyTimer by O8 ¼ EPO8 � SPO8 ¼ 13� 4 ¼ 9 and I8 ¼ 0 due
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to F8;1 ¼ 13 and F8;2 ¼ 6. We can see if InactivityTimer is set
by Ii ¼ 0, the on-duration Oi has to start from the closest
point of the first group, i.e., SPO8 ¼ 4, and end at the farthest
end point of the latest group i.e., F8;1 ¼ 13, that the UEi sub-
scribes to, to cover all the data receiving periods in each
cycle. Thus, it costs X8 ¼ ðmaxf13� 13; 0g þ 0Þþ ðmaxf13�
6; 0g þ 0Þ ¼ 7 subframes for the external cost. Considering
the rule two, the hole set is H8 ¼ fh8;1 ¼ 0; h8;2 ¼ 1g because
the holes (i.e., idle periods) between (G1, G4) and between
(G4, G6) are 0 and 1, respectively. For the hole length h8;1 ¼ 0,
the UE8’s on-duration O8 is set by O8 ¼ O8;1 ¼ EPO8;1 �
SPO8 ¼ 9� 4 ¼ 5 and InactivityTimer I8 is set by I8 ¼ I8;1 ¼
h8;1 þ 1 ¼ 0þ 1. Thus, it costs X8 ¼ ðmaxf9� 13; 0g þ 1Þþ
ðmaxf9� 6; 0g þ 1Þ ¼ 5 subframes for the external cost. For
the hole length h8;2 ¼ 1, the UE8’s on-duration is set by
O8 ¼ O8;2 ¼ EPO8;2 � SPO8 ¼ 5� 4 ¼ 1 and InactivityTimer
is set by I8 ¼ I8;2 ¼ h8;2 þ 1 ¼ 1þ 1 ¼ 2. Thus, it costs X8 ¼
ðmaxf5� 13; 0g þ 2Þ þ ðmaxf5� 6; 0g þ 2Þ ¼ 4 subframes.
Thus, the optimal pair of on-duration and InactivityTimer
for UE8 is O

	
8 ¼ 1 and I	8 ¼ 2 which takes the minimal exter-

nal cost of 4 subframes.

4.3 Time Complexity Analysis

We analyze the time complexity of the proposed heuristic as
follows. In phase one, the step 1 costs OðM � log ðMÞÞ to sort
the delay constraints of M multicast streams. In steps 2 and
3, it costs OðMÞ to determine the group-cycle-lengths and
corresponding required subframes for M multicast groups.
Thus, it costs D1 �OðMÞ to find the best basic group-cycle-
length to incur the minimal necessary wake-up cost, where
D1 is the minimal delay constraint among all UEs’. In step 4,
the procedure 1 costs OðM �NÞ to evaluate the potential
internal costs for M multicast groups where each multicast
group checks whether or not each UE disappears in this
group but appears in ’̂. For procedure 2, slightly deferent

from procedure 1, each time it costs OðM �N � L̂M

L̂1
Þ to evalu-

ate the potential internal costs for at most M multicast
groups where each multicast group checks whether or not
the UE disappears in this group but appears in ’̂ and

’@; @ ¼ 1:: L̂M

L̂1
. This operation repeats ðM � 1Þ times until all

multicast groups have been allocated. Finally, the step 5

costs OðN �M � L̂M

L̂1
Þ to determine the DRX-start-offsets and

DRX-cycle-length for N UEs from L̂M

L̂1
allocation lists where

each allocation list may haveM groups at most. Thus, phase
one totally costs OðM � log ðMÞÞ þD1 �OðMÞþ ½OðM �NÞ þ
ðM � 1Þ �OðM �N � L̂M

L̂1
Þ� þOðN �M � L̂M

L̂1
Þ ¼ OðM2 �NÞ.

In the phase two, for each UE, the rule 1 costs Oð1Þ to

determine the InactivityTimer and costs OðL̂M

L̂1
�MÞ to deter-

mine the on-duration according to the group-start-offset
and the end point of the groups (at most M groups), that

the UE subscribes to, from L̂M

L̂1
allocation lists. So, the rule

one costs N � ðOð1Þ þOðL̂M

L̂1
�MÞÞ ¼ OðN �MÞ. For the rule 2,

each UE costs OðL̂M

L̂1
�MÞ to find the hole set from L̂M

L̂1
alloca-

tion lists because each UE has at most ðM þ 1Þ holes if the
UE subscribes to at most M groups in a cycle. Then, each

UE costs Oð1) and OðL̂M

L̂1
�MÞ to determine its Inactivity-

Timer and on-duration, respectively, from each hole. Thus,

the rule two totally costs N �OðL̂M

L̂1
�MÞ � ðOð1Þ þOðL̂M

L̂1
�MÞÞ ¼

OðM2 �NÞ. Therefore, the phase two totally costs OðN �
MÞ þOðM2 �NÞ ¼ OðM2 �NÞ.

In brief, the time complexity of the proposed heuristic
incurred by phases one and two is OðM2 �NÞ þOðM2�
NÞ ¼ OðM2 �NÞ. We also note that the number of UEs is
much larger than the number of multicast streams in a real
network, i.e.,M � N .

5 SIMULATION RESULTS

In this section, we develop a simulator in C++ language to
verify the effectiveness of the proposed scheme. The system
parameters of the simulator are listed below. The frequency
bandwidth is 10 MHz. The number of UEs is N ¼ 150.
The total number of multicast streams available for the
UEs to subscribe is M ¼ 1; 2; 3; 4; 5; 6; and 7. Each UEi will
randomly decide its number of subscribed groups jXij
(1 � jXij � M) and then select jXij out of M groups ran-
domly in each experiment. Each multicast stream j has the
delay constraintDj ¼ 50 � 300 subframes [34] and an admit-
ted data rate Rj ¼ 600 � 1;900 bits/ms, which are admitted
by an admission control. The transmission rate of each UE is
generated according to Table 1. In the simulation, we com-
pare our two-phase scheme (2-Phase) to our previousminimal-
cost scheme (MC) [1], the random selection scheme (Random),
and the optimal scheme (OPT). TheMC scheme can determine
the best group allocation order to reduce internal costs but it
neglects the optimization of other DRX parameters, such as
InactivityTimer and on-duration, for each UE. The Random
scheme always adopts the default DRX parameters and
determines the group allocation order randomly for simplic-
ity. The OPT scheme can find the optimal group allocation
order, InactivityTimer, and on-duration for UEs by a brute
forcemanner. Thus, it incurs high computational cost.

We consider four performance metrics: (i) wake-up ratio:
the ratio of wake-up subframes over the total execution

Fig. 6. An example to determine the best pair of on-duration and Inactivi-
tyTimer for the UE.
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subframes; (ii) conserved energy: the average saved energy
per subframe for the DRX enabled UEs, where the power
consumption model for downlink transmission is Pd ¼ ad�
td þ b [36], where ad ¼ 51:97 (mW/Mbps) is the power coef-
ficient for downlink transmission, td (Mbps) is the downlink
throughput, and b ¼ 1;288:04 (mW) is the base power when
throughput is 0 (note that we use the tail base power
Ptail ¼ 1;060 (mW) as the power consumption of a UE dur-
ing the sleep period); (iii) failed-to-sleep probability: the proba-
bility that at least one UE fails to sleep; (iv) computational
complexity: the average computational time to successfully
determine DRX configurations for all UEs in each round.
Note that each simulation result is averaged by at least
5,000 experiments.

5.1 Wake-up Ratio

We first investigate the effects of number of multicast
streams on wake-up ratio of all schemes. As shown in Fig. 7,
when the number of streams increases, the wake-up ratio of

all schemes increases. The reason is that more streams are
able to be subscribed by UEs, and thus UEs have to stay
awake for a longer period to receive the corresponding data
and meet the required data rates. The Random scheme incurs
the largest wake-up ratio because it neglects the optimiza-
tion of the group allocation order and DRX parameters. The
MC scheme is better than Random because it uses potential
cost metric to reduce the internal cost; however, the external
cost still remains. Note that the proposed 2-Phase scheme
tries to reduce both the internal and external costs by opti-
mizing multicast group allocation order and DRX parame-
ters through the phases 1 and 2. Thus, the unnecessary
wake-up periods of UEs are significantly reduced and thus
its performance is close to that of the OPT scheme.

5.2 Conserved Energy

We then investigate the effects of number of multicast
streams on the average conserved energy of all schemes. As
shown in Fig. 8, when the number of streams increases, the
conserved energy of all schemes decreases. This is because
the conserved energy of UEs is inversely proportional to
their wake-up periods. The Random scheme saves the least
energy and theMC scheme is slightly better than the Random
scheme becauseRandom neglects to determine the best group
allocation order compared to the MC scheme. Note that the
performance of our 2-Phase scheme is close to that of theOPT
scheme, because our scheme can significantly reduce the
wake-up costs incurred by the internal and external costs.

5.3 Failed-to-Sleep Probability

Next, we investigate the effects of number of multicast
streams on failed-to-sleep probability of all schemes.
As shown in Fig. 9, when the number of streams increases, the
probability of all schemes increases. The reason is that the net-
work resource becomes insufficient when more multicast
streams are requested by UEs. We can see that the failed-to-
sleep probability of the Random scheme and theMC scheme is
the worst and second worst one, respectively, but our 2-Phase
scheme is keeping close to the OPT scheme. This is because
our scheme can well utilize the resource by determining
appropriate group allocation orders based on UEs’ wake-up/
sleep behaviorswhen they subscribe tomulticast streams.

TABLE 1
The Modulation and Coding Schemes Supported

by the LTE-A Standard [35]

channel quality
identifier (CQI)

modulation code rate
� 1,024

rate
(bits/subframe)

1 QPSK 78 1,279.2
2 QPSK 120 1,969.0
3 QPSK 193 3,166.8
4 QPSK 308 5,153.4
5 QPSK 449 7,366.8
6 QPSK 602 9,876.6
7 16QAM 378 12,403.4
8 16QAM 490 16,078.4
9 16QAM 616 20,212.8
10 64QAM 466 22,936.2
11 64QAM 567 27,907.4
12 64QAM 666 32,779.4
13 64QAM 772 37,997.0
14 64QAM 873 42,968.6
15 64QAM 948 46,659.4

Fig. 8. Comparisons on conserved energy of all schemes under
M ¼ 1 � 7multicast streams.

Fig. 7. Comparisons on the wake-up ratio of all schemes under
M ¼ 1 � 7multicast streams.
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5.4 Computational Complexity

Finally, we investigate the effects of number of multicast
streams on computational time of all schemes. Here, the com-
putation time is measured by the platform of DELL Optiplex
990 with Intel i7-2600 3.4 GH and 4 GB DDR3 SDRAM. As
shown in Fig. 10, the computing time of the OPT scheme
increases exponentially as the number of streams grows (note
that the y-axis is drawn with exponential scales). This is
because it takesmore combinations to find the optimal alloca-
tion orders and corresponding DRX parameters for UEs
when the number of streams increases. Contrarily, our 2-
Phase scheme takes much less computational time and it is
lower than 0.01 second per round even when the amount of
multicast streams is up to 7. The reason is that our 2-Phase
scheme sequentially determines the group allocation orders
in phase 1 and optimizes the best DRX configurations by the
distinct rules in phase 2. Thus, the time complexity of the 2-
Phase scheme is reduced significantly. Note that the Random
scheme takes the least computing time but it incurs the worst
wake-up ratio, the lowest conserved energy, and the highest
failed-to-sleep probability. On the other hand, the MC
scheme takes less computing time than our 2-Phase scheme
because ours needs extra effort to optimize DRX parameters
and thus has higher energy efficiency.

To conclude, the performances of our 2-Phase scheme in
terms of wake-up ratio, energy conservation, and failed-to-
sleep probability, are much close to that of the OPT scheme
but ours only takes 1

2 � 1
100;000 computational time of the

OPT scheme.

6 CONCLUSIONS

In this paper, we have addressed the DRX optimization prob-
lem under the consideration of QoS guarantee for multicast
streams and energy conservation for UEs. We have proved
the problem to be NP-complete and developed an energy-
efficient scheme. Specifically, this scheme consists of two
phases. The first phase uses the minimal cost strategy to
reduce the internal cost of UEs and the second phase adopts
two special rules to further reduces the external cost of UEs.
Extensive simulation results have verified the effectiveness
of our scheme and shown that our scheme can significantly
save UEs’ energy by decreasing their wake-up ratio in an

effective way. We also note that the performance of our
scheme approximates that of the optimal scheme in most
cases. For future directions, we will study how to opti-
mally deploy our solution in system aspects of LTE-A and
conduct the experimental field trial for future optimization.
In addition, we expect to cooperate DRX for the UEs in
both RRC_CONNETED and RRC_IDLE states to further
optimize their energy efficiency.
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