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Abstract—The 3GPP LTE-A (Long Term Evolution-Advanced) the Discontinuous Reception Mechanism (DRX]) to realize
is the most promising technology for next-generation wiretss energy saving for UEs. Specifically, when DRX is enabled, the
communications. It provides high transmission rate up to 1 ®ps | jgs wakes up and sleeps in a periodical manner. During the
and supports plentiful multimedia services, especially fothose . .
bandwidth required multicast type of services, such as IPTV Wal_<e-up period, the UE_detects Whethe_r or not there is data
and Voice/Video-over-IP services. However, when users acate delivered from the eNB; if no, the UE switches to sleep at the
more services at their user equipments (UEs), more energy is end of the wake-up period and turns off the radio interface so
consumed. To save UES' energy, the LTE-A standard defines g5 to save energy.
the Discontinuous Reception Mechanism (DRX) to allow UES e jiterature, the studies [4]-[6] have evaluated the pe

turning off their radio interfaces and going to sleep to save . . .
energy when no data needs to be received. But, how to optimize formance of the DRX mechanism. They point out that enabling

DRX configurations for UEs is still left as an open issue. In tis  DRX can significantly reduce UEs’ power consumption. In
paper, we address the DRX optimization problem for multica$  references [7], [8], the authors propose to dynamicallyistdj
services, which asks how to guarantee thguality of service (Q0S)  UEs’ DRX cycle lengths according to the traffic conditions.
of the multicast streams while minimize UEs’ wake-up time. V¢ However, it costs considerable control signaling to negeti

propose an energy-efficient scheme to tackle this problem.he . ,
scheme tries to arrange the best multicast data reception oers the adjustments. In reference [9], based on the UEs’ channel

to reduces UEs’ wake-up periods while consider the resource qualities, an adaptive DRX is proposed to tune their wake-
collision avoidance. Simulation results show that the pedrmance up periods. However, these studies [7]-[9] neglect the QoS
of the proposed scheme is effective even if the network is ued  jssue of UEs, which is especially important for multimedia
saturated condition. streams. As described above, none of work has addressed the
Index Terms—Discontinuous Reception Mechanism (DRX), DRX problem under the consideration of multicast streams.
Multicast, Power Management, Quality of Service, Long Term Therefore, this paper addresses the DRX optimization prob-
Evolution-Advanced (LTE-A), Wireless Communication. lem, which asks how to satisfy thguality of service (QoS)
of multicast streams while minimize UEs’ wake-up periods
. INTRODUCTION following the DRX specification. Note that the UE requesting
Long Term Evolution-Advanced (LTE-f)] is an emerg- multiple multicast streams is also under consideration. We
ing technology developed by tl&rd Generation Partnership propose an energy-efficient scheme which can reduce the
Project (3GPP)for next-generation wireless communicationsvake-up period of UEs incurred by the data reception orders
It provides user equipments (UEsyith transmission rates and DRX configurations. Simulation results show that the
up to 1 Gbps for low-mobility UEs and 100 Mbps forperformance of the proposed scheme is more effective when
high-mobility UEs. In addition, by exploiting thBlultimedia the network is under non-saturated condition.
Broadcast Multicast Service (MBMSgchnique, the LTE-  The rest of this paper is organized as follows. The DRX
A supports comprehensive multicast transmissions, such mschanism is introduced in Section Il. The problem is defined
Live Internet Protocol Television (Live IPTVand Multi- in Section Ill. Section IV presents our scheme. Simulation
Video/Voice-over-IP (Multi-VolP)services [2]. Specifically, results are shown in Section V. Conclusions are drawn in
when multiple UEs request the same stream at the same ti8wrtion VI.
(such as watching a live TV program), the MBMS technique
will collect these UEs into the same multicast group. This, t
Evolved Node B (eNBheeds to transmit only one copy of the
video stream data to the multicast group and all the demainds oln the LTE standard, the DRX mechanism is managed by
the UEs in the group are met. We also note that as the numbeRadio Resource Control (RR3]. When DRX is enabled,
of activated wireless transmissions increases at the Uigs, the UE wakes up and sleeps in a cycle periodically, as shown
energy consumption increases. Therefore, the LTE-A spscifin Fig. 1. The basic unit of wake-up and sleep durations is a

Il. DISCONTINUOUSRECEPTIONMECHANISM (DRX)
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Fig. 1. An overview of the DRX mechanism.

subframe (which is with the length of 1 ms). The DRX mech- EI gltj::{{gi}}g}n associates with multicast group G;.
anism supports two kinds of cycles; one is the short cycke; th cycle =20 subframes [ UE—{GiG)

other is the long cycle. The short cycle is used for real-time G 83:?8:;8;?@,

streams and the long cycle is used for non-real-time streams evele =20 subframes B

Since multicast streams are real-time streams, we focus onl ZI

on the operation of the short cycle. Thus, the term “cycle” cvele =40 subliames

used in this paper means the “short cycle” unless otherwise |6 ‘

stated. When the DRX mechanism is activated, there are four cvcle=H0subfiames

parameters need to be specified for each UE. These parametdipgtion reults:

are 1) cycle length, 2) on-duration, 3) start-offset, and 4) almcmonord::“‘e#l T Cyele #2
InactivityTimer. The cycle length (in subframes) is compads — —

of a wake-up and a sleep periods. Usually, the cycle length [&| & | G (G G| G

should be shorter than the allowable delay of real-timeastise 3 ubfiames for data reception

for QoS purposes. The on-duration is a necessary period (in ?ﬁ Internal wake-up cost =7 subframes |

subframes) in a cycle that the UE has to awake. During tiY&: | € S

wake-up period, the UE will monitor whether or not the eNB @

delivers data to it. The start-offset is the initial subfeathat } Cyele #1 Cyele #2 3
the UE starts DRX operations. The InactivityTimer is used fo  Tiocation order "™ allocation order g
extending UEs’ wake-up periods. Specifically, the UE starts o ol o Tola

the InactivityTimer when it monitors any of its data deliedr

. >
subframes for data reception 3

Internal wake-up cost = 0 subframes |

s

from the eNB. Before the InactivityTimer expires, if the UE RS
receives data from the eNB, the InactivityTimer restarts tl9EG:
count down. Once the InactivityTimer expires, the UE will go
to sleep and turn off the radio interface to save energy.mauri (b)
the UE’s sleep period, all the data for the UE will be buffered

at the eNB until the UE’s next on-duration arrives. (I;;gt.hs.UEEffects of multicast allocation orders on the intérwake-up cost

To minimize the total energy consumption of UEs, we have
to reduce the total amount of UES’ wake-up time. During a
wake-up period of a UE, busy subframes are necessary cibstly. Each multicast stream requires some subframe space
which associated with one or more multicast groups, white serve the data arriving during a cycle, e.g., 2, 4, 3, and 2
the idle subframes are the extra cost. This extra cost candubframes for @, G2, G3, and G in the example, respectively.
further divided into two categories. One is th#ernal cost Each UE may subscribe to some multicast groups, e.gs, UE
which are the idle listening subframes between two groupsbscribes to groups;Gand G, (we use Ug — {G1,G4}
of busy subframes; the other is tlegternal costwhich are for representation). In Fig. 2(a), the example shows a poor
the idle listening subframes before a UE goes to sleep. Nat#ocation order (i.e., [G Gz, Gs, G4] in cycle 1 and [G,
that for any burst of internal cost, the number of conseeutis:] in cycle 2), which makes Ugawake to receive data not
idle listening subframes must be less than the UE's DRahly for G; and G, (it subscribes to) but also for £&5and
InactivityTimer, or the UE will go to sleep because the DRXG3 (it does not subscribe to). Similarly, JEUE3, UE,, and
InactivityTimer expires. We give two examples in Fig. 2. yheUE; also awake for some groups which are not subscribed
show that different multicast group allocation orders heswby them. The total internal cost incurred by this allocation
in different internal costs for a UE. Consider that there amrder is 19 subframes. Contrarily, Fig. 2(b) shows a better
six UEs (i.e., Ug ~ UEg) and four multicast streams in theallocation order. This order (i.e., [GG;, G4] in cycle 1 and
network, which forms four multicast groups, i.e.; G G4, [G2, Gi, Gs3] in cycle 2) makes Ugwake up only for G and
where{G,, G2} and{Gg, G, } are with cycle lengths of 20 and G, without any internal cost because these two groups are
40 subframes due to the streams’ delay requirements, respaiocated adjacently in the allocation lists. Similar désalso
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G1={UE,, UE3, UE,, UEg} Gs={UEs, UE4} TABLE |

Ga~{UE,, UEy, UEs}  Ge=(UE, UB, UEd) THE MODULATION AND CODING SCHEMES SUPPORTED BY THEETE-A
allocation order in cycle #1 allocation order in cycle #2 STANDARD [10]’ WHERE THE BANDWIDTH IS10 MHZ.
G |GG G, |(J'1| Gs _ _
Channel Quality| Modulation | Code rate Rate
Allocati " 4 2 2 subframes for data reception 3 Identifier x 1024 | (bits/subframe)
ocation reults: Crele 1 } Cycle #2 1 QPSK 78 1279.2
| 2 QPSK 120 1969.0
on-duration =8 Inactivity Timer = 0 on-duration =8 -Inactivity Timer = 0 3 QPSK 193 3166.8
4 QPSK 308 5153.4
Case 1: G, Ga G, ‘ 5 QPSK 449 7366.8
i 6 QPSK 602 9876.6
[ External wake-up cost = 4 subframes 7 16QAM 378 12403.4
The period of non-continuous data reception
UE, l:lecides the size otf Inaclivilyt'Timerp‘ g iggﬁm g?g %ggzgg
on-duration = 4 InactivityTimer = 3 on-duration = 4 »/InactivityTimer =3 .
eﬁ 10 64QAM 466 22936.2
e [0 B =] 11 64QAM 567 27907.4
pd 7 12 64QAM 666 32779.4
[[External wake-up cost = 6 subframes | 13 64QAM 772 37997.0
14 64QAM 873 42968.6
Fig. 3. Effects of on-duration and InactivityTimer of the W@ the external 15 64QAM 948 46659.4

wake-up cost.

which depends on UEshodulation and coding scheme (MCS)
apply for UE;, UE;, and UE. The total internal cost incurred defined in Table I. Our problem asks how to determine the
by the allocation order is only 2 subframes. Since each Wghedule of\/ multicast groups and the DRX configurations
awakes only one period in a cycle, a good allocation order ¢} each UE, i = 1..N, including 1) the cycle lengttL;, 2)
reduce the amount of internal cost for UEs. However, findingart-offsets;, 3) on-durationO;, and 4) InactivityTimerl;
an optimal allocation order to make all groups be ordergg| in subframes), to satisfy the QoS of each multicaststre
adjacently for all UEs is difficult (thlS will be discussedda 3,7 =1.M, where the QoS parameters include the stream’s
in the next section). delay constrainD; and the data rat&;, while minimizes the
On the other hand, Fig. 3 shows that different DRX corpyerall wake-up costs of UEs for energy conservation.
figurations (i.e., InactivityTimer and on-duration) of the Our prob]em can be reduced from tnger-graph Opt|ma|
lead to differentexternalcosts. We use the allocation resultg jnear Arrangement (HOLAproblem [11], which is known
from Fig. 2(b) and take UEas the example. Consider the twao be NP-complete. Consider the caseléfmulticast groups,
cases in Fig. 3, where the first case shows that if d8opts where their delay constraints are identical, iBj,= Dy,j =
a larger on-duration (8 subframes in this case), it can useays and thus the cycle-lengths of all streams are the same
shorter InactivityTimer (at least 0 subframe) to receigaditita. and the best InactivityTimets of each UE is 0. Note that we
This incurs an external cost of 4 subframes for,U&ery also consider that each multicast group &= 1..M, requests
two DRX cycles. Next, the second case shows that ify UEr; — 1 subframe to serve its arrival data in a cycle to meet
adopts a shorter on-duration (in this case, it is 4 subfranites QoS. Thus, the UE set can be mapped to the hyper-edge set
may need a larger InactivityTimer (3 subframes in this casgf a hyper-graph and the multicast group set can be mapped
to cover the idle period incurred by the middle group 8 to the vertex set of the hyper-graph. Then, if our problem has
avoid the expiration of InactivityTimer so as to receive thg solution of the total wake-up periodsand thus the HOLA
arrival data of G. This example incurs the external cost oproblem has a solution of the total hyper-edge lengthsN.
3 x 2 = 6 subframes every two DRX cycles because,Utas This shows that our problem is NP-complete.
to awake until the expiration of the InactivityTimer.
From the examples shown in Fig. 2 and Fig. 3, they point out IV. THE PROPOSEDSCHEME
that the multicast group allocation order and the configomat |, this section, we present an energy-efficient heuristie T
of DRX parameters will significantly affect the wake-up @St jdea of the scheme is to assign all UEs the same cycle-
of UEs. This strongly motivates us to study the DRX problenfangih 1o eliminate the external cost and exploits therfimal
cost first strategy to reduce the overall internal costs of UEs
l1l. THE DRX OPTIMIZATION PROBLEM incurred by the allocation order. In the following, we first
We consider an LTE-A network with an eNB servidlg determine the cycle length and start-offset for each nastic
UEs. Assume thafi/ multicast streams are requested in thgroup and then determine those of UEs based on above results.
network, which means that there afé multicast groups The detailed steps are depicted as follows.
and each UEi = 1..N, can request at most/ different Step 1:Let L; be the cycle length of Gj = 1..M. We
multicast streams at the same time. For each multicastnstreset the cycle lengttL; for multicast group G,j = 1..M by
j,7 = 1..M, it is with a delay constrainiD; (subframes) 7~ min {D. 1
and a data rate?; (bits/subframe) to ensure its QoS. The J *jgfr}w{ it (1)
transmission rate from the eNB to Ui C; (bits/subframe), By Eq. (1), it can ensure to meet the delay constraint of

INote that we may use multicast group;,j = 1..M, to represent the streamy becau;e of; < DJ‘?_J = 1..M. Eq. (1) also implies
multicast streany later in the paper for ease of presentation. that the allocation results will repeat eveky subframes.



Step 2: Let Tj,j = 1..M, be the number of subframes to G« by S‘j* = 0, and update the next available offset of

serve streanj’s arrival data during the cycle lengih;, where the cycle byS = T}.. Then, update?, ¢, and¢ by G =
~ G—Gj*,(p: {UYE‘ZH]E'Z eGj*},anngJ: {UEZ|UEL S
T = R x L . @) G}.
’ min{C;|UE; € G;} With the strategy, we can avoid the group to put into the

middle of the allocation list which incurs the maximal

In Eqg. (2), the numerator part is the amount of the arriv .
d. (2), the numerator part is the amount of the arrivahdat internal wake-up cost for the system.

(in bits) of strearmy during L; subframes and the denominator
part is the transmission rate (bits/subframe) of gratip
which is restricted by the lowest transmission rate that the®
UE adopts in grou+;. Thus, by reserving’; subframes for
groupG; during a cycle, it can guarantee all the UEs in group

Procedure 2: The Middle Group Selection
This strategy finds the best group.Gwhich incurs the
minimal potential cosi;- as the next group i, i.e.,

G; to receive the arrival data of streajneven if the UE has Ej* — min { Ej}. (6)
the lowest transmission rate. Gjed
Step 3: Next, let.5 be the first available subframe in the  Here, if more than one group,G matches, choose the
cycle. Initially, we setS = 0. Then, letG' be the unallocated-  gne with the smaller index for representation. Then, after
group set; initially, setz = {G1, G2, .., G }. In addition, let adding G. to the allocation listd, we update the offset
S be the group Gs start-offset in the cycle. We s&; = 0 of G,. by $;. = S and update the next available start-
initially. ) offset of the cycle byS = S + T}.. Then, updatey =
Then, we define theotential internal cost functiod; for 0 U{UE|UE; € G;-}. Next, update’y and ¢ by G =

each group Gin the cycle, to represent the overall potential G- Q. andg = {UE;|UE; € @} respectively. Then
. . . . Jjr g - 7 7 ’ . ’
increased internal costs when group S allocated into the check if G = . If yes, terminate the step.

allocation list4, i.e., With the procedures 1 and 2, we can effectively reduce the
E]. = |K;| x Ty, (3) potential internal wake-up costs of the UEs.
Step 4:Finally, calculate the start-offset of each Uy the

where k; is the subset of the UEs disappearing in BUt  minimal start-offset of group Gthat UE subscribes to, i.e.,
appearing in both the allocation list and unallocated gsoup

which would increase the overall internal cost, i.e., R
S; = ‘min {SleEL S GJ} (7)
K; ={UE||UE; ¢ G;,UE; € p,UE; € ¢},  (4) J=1M

where is the UEs in the groups of the allocation lidtand 1 "€": the cycle length of Us set byL; = Ly,i = 1..N.

¢ = {UE;|UE; € G} is the subset of the UEs contained Step 5:Setl; =0 and0; = EPO; — SP;, where EPO;

in the groups that have not been allocated. Thus, the paten't? the farthe_st end point of the Ia;t group, thatiu;Ebscnbe;
cost function can evaluate the internal wake-up cost piatént to, andSP; is the closgst start .pomt (in subframe) of the first
incurred by the UEs whose groups do not ordered adjacer@{PuP: that U subscribes to, in the cycle, i.e.,

in the allocation list. EPO; = max {8; + T;|UE; € G;},
Based on above cost function, we design two procedures g=1.M
to select groups into the allocation list. The first procedur SP; = 'HPI}VI{S”UEi € G,}. (8)
g=1..

is used to select the first group for the allocation list.

The second strategy is used to select the middle groBy Ed. (8), we can see when InactivityTimer is setBy= 0,

for the allocation list. We note that the first strategy i§1€ on-duratior0; should cover all the data receiving period
a special case of the second strategy and both of th&vhich starts from the point of the first group and ends at the
use the potential cost as the metric. ThusAif= ¢, we €nd point of the latest group, that YBubscribes to.

adopt procedure 1 for the first group selection. Otherwise, With the scheme, we can determine the cycle length, start-
we useprocedure 2 to choose the middle group for theOffset, InactivityTimer, and on-duration for each Ptarough
allocation list. These group selections are terminatedl urife allocated results. Meanwhile, it can also ensure toeserv

G = ¢. The details of the procedures are described as follov{§® amount of multicast data during their cycle lengths and
meet their delay constraints. Most important of all, with

the “minimum cost first” strategy, the proposed scheme can
reduce unnecessary internal wake-up costs incurred by the
allocation orders. In addition, the external costs of UEs ar
also eliminated by uniforming the cycle length of all mudist
Ej. = max {F;}. (5) streams.

j=1..M We give an example in Fig. 4 to show the calculation of
Note that the initial value ofp = ¢ is used to illustrate the potential cost, wher& = 5, M = 4 and all the groups
the increased cost if group ;Gstays in the middle of are with the same cycle length. In this example, we assume
the allocation list. Then, we add the group.Gas the that G, and G have been allocated in the allocation lidt
first group of the allocation list. Next, set the offset of but G; and G, have not been allocated. Thus, if adding &

o Procedure 1: The First Group Selection
Sety = ¢ and find the group ¢, which has the maximal
potential cost in the cycle, i.e.,



The UEs in the allocated list The UEs in the unallocated groups 1.0 -
¢= {UE,,UE,, UE3, UEs} $ = {UE,,UEs} OOPT
Gy ; mMC
(TR, 0.8 r
T
°
N S 06 |
H — S
H UE,
deblecmas (o8
s >
Rt cotoc ooy L
X 04 f
The members disappearing in G but appearing in allocation list ¢ and unallocated groups ¢ =
So, the increased internal cost by adding G are K3= {UE;,UEs}.
Gy is Ey= |Ko|<T5= 2 X 4 = 8 subframes. 0.2 r
: The UE; belongs to G;
: The UE; does not belong to G;
0.0
Fig. 4. An example of calculating the potential cost. 2 3 4 5 6 7

number of multicast streams
the_next group of the_ allocation list, it will increase the idle Fig. 5. Comparison on the wake-up ratio of all schemes uider 2 ~ 7
period of the UEs (i.e.K3 = {UE,, UEs}) because these jicast streams.
UEs do not subscribe to streadrbut subscribe to the streams

allocated before and after strediin the allocation list, i.e., > 1.0
UEy — {Go,G4} andUEs — {G1,G4}. Thus, the internal 5 DOPT
cost incurred by adding s | K| x Ts = 2x4 = 8 subframes. & g | mMmC
V. SIMULATION RESULTS ;
In this section, we develop a simulator in C++ language é 0.6 r
verify the effectiveness of the proposed scheme. The sys &
parameters of the simulator are listed below. The frequel 8 04 ¢
bandwidth is 10 MHz. The total number of the multica %
streams is up ta/ = 7. The number of UEs isV = 150. @ 5, |
Each UE can request~ 5 multicast streams at the same tim« 8
Each multicast strearhhas the admitted data raig = 100 ~ ®
1900 bits/ms [12] and the delay constraift; = 50 ~ 300 0.0 = ) 5 . : ] ,

subframes [13]. The transmission rate of each UE is gergbr:
according to [10]. In the simulation, we compare our minimg number of multicast streams
cost schemeMC) to the optimal schemeQPT). The OPT - _ o . hedule brababil all sch
scheme can find the optimal allocation order, Inactivitydim | %, o o mparisan on Ihe successfulto-schedule prdbabl all schemes
and on-duration for UEs by a brute force manner. Thus, it
incurs high computational cost.

We consider three performance metrics:Wiake-up ratio  B. Successful-to-Schedule Probability
the ratio of wake-up subframes over the DRX execution time
(ii) successful-to-schedule probabilityhe probability to suc-
ceed determining UES’ DRX configurations to meet the Qo
of their requested multicast streams, and @@mputational

"Next, we investigate the effects of number of multicast
reams on successful-to-schedule probability of all see
s shown in Fig. 6, as the number of streams increases, the

complexity the average computational time to successful robability of all schemes decreases. The reason is that the
piexity 9 b tal frame space is getting insufficient when more multicas

determine DRX configurations for all UEs in each round. Notg . - .. < hscribed by UEs. Similarly, the successful-

that each experiment is averaged by at least 2000 Simmat[%[]schedule probability of our scheme is close to GRT
results.

scheme, because our scheme can well utilize the frame space

A. Wake-up Ratio by reducing the necessary wake-up subframes for each UE.

We first investigate the effects of number of multicast ] )

streams on the wake-up ratio of all schemes. As shown §n Computational Complexity

Fig. 5, as the number of streams increases, the wake-up rati&inally, we investigate the effects of number of multicast
of all schemes increases. The reason is that more streamssagams on computational time of all schemes. Here, the
able to be subscribed by UEs, a longer period UEs have domputation time is measured by the platform of DELL
awake. Note that the performance of our scheme is closeQptiplex 745 with Intel Core 2 Duo E6400 2.13 GHz and
that of theOPT scheme, because our scheme can reduce DBR2 SDRAM 2 GB. As shown in Fig. 7, the computing time
unnecessary wake-up periods caused by allocation orddrs ahthe OPT scheme increases exponentially as the number of
DRX parameters. streams grows (note that the y-axis is drawn with exponkntia
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