
Efficient Video Matting on Human Video Clips for
Real-Time Application

Chao-Liang Yu
College of Computer Science

National Yang Ming Chiao Tung University
Hsinchu City, Taiwan

daveyu824.cs09@nycu.edu.tw

I-Chen Lin
College of Computer Science

National Yang Ming Chiao Tung University
Hsinchu City, Taiwan

ichenlin@cs.nycu.edu.tw

Abstract—This paper presents an efficient and effective mat-
ting framework for human video clips. To alleviate the ineffi-
ciency problem in existing models, we propose using a refiner
dedicated to error-prone regions, and reduce the computation at
higher resolutions, so the proposed framework can achieve real-
time performance for 1080p 60fps videos. Also, with the recurrent
architecture, our model is aware of temporal information and
produces temporally more consistent matting results compared to
models processing each frame individually. Moreover, it contains
a module for capturing semantic information. That makes our
model easy to use without troublesome setup, such as annotating
trimaps or other additional inputs. Experiments show that our
proposed method outperforms previous matting methods, and
reaches the state of the art on the VideoMatte240K dataset.

Index Terms—Video matting, refinement network, recurrent
network, real-time processing

I. INTRODUCTION

Given an input image I , the goal of matting is to extract
the foreground Fi (i denotes the pixel index), and the alpha
matte αi. Then, we can compose a new image I

′
with a new

background B
′

as follows:

I
′

i = αiFi + (1− αi)B
′

i (1)

Traditionally, to estimate alpha mattes with satisfactory
quality, an image has to be taken in front of a green screen,
and this method is widely used in movie and news industry.
However, it cannot be applied to general images. There have
been both optimization-based algorithms and learning-based
algorithms tackling this task, but most of them require ei-
ther pre-defined trimaps or user-drawn scribbles as additional
constraints to guide the matting evaluation. It is troublesome
and costly to acquire and annotate these additional cues in
advance, thus making it difficult to apply these methods in
real-time applications.

To relieve such a cumbersome process, we first employed
a simple encoder-decoder-based network to predict coarse
semantic masks of the input video. These semantic masks
bring similar benefits to guide the matting network about the
semantic information of foreground objects, but they do not
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need to be annotated in advance. The mask extraction causes
only minor increase in computing time.

Besides, our target is video matting. We cannot directly
apply matting methods designed for a single image, because
any inconsistency in alpha mattes across frames can be con-
spicuous. Fusing temporal information into a matting model
brings several benefits. For example, because the model now
considers multiple frames simultaneously, the predicted results
should be more coherent. Also, when colors between the
foreground objects and the background in a certain frame are
too similar to distinguish, the model can refer to the features in
adjacent frames to make the prediction more precise. Hence,
we followed [1] to use a recurrent architecture to make our
model aware of temporal information. The recurrent archi-
tecture not only makes output alpha mattes coherent across
frames, but also improves the quality of each individual frame.

Another important issue is efficiency. Applying deep con-
volutional network models on high-resolution images usually
takes long processing time and requires a lot of memory. The
high power consumption also prevents users from applying
these models in real-time application. Inspired by PointRend
segmentation [2], we propose a PointRend-based refiner to
focus on error-prone regions and save unnecessary compu-
tation. Our model first performs on a downsampled input
to generate the low-resolution output, and the low-resolution
alpha matte is then upsampled to the originally resolution with
light-weight computation. The alpha values around error-prone
regions like edges of human bodies are further corrected by
the proposed refiner. Our method can save significant amount
of computation, while maintaining comparable qualities with
related methods.

In summary, we presented a matting model specifically
for human videos, which incorporates a recurrent mechanism
and does not need any external input. Its awareness of un-
certain regions makes it efficient and accurate. Our method
outperforms related methods in all representative metrics on
VideoMatte240K [3] dataset, and produces new state-of-the-
art results. It runs over 80 frames per second (FPS) on 1080p
videos with an NVIDIA RTX 3090 GPU, which is considered
real-time for most applications, such as video conferencing.



Fig. 1: Our model can extract alpha values and change backgrounds for video clips in real time without additional trimaps. The
estimated alpha mattes are of less artifacts. (From the left to the right: inputs, alpha mattes, background-substituted images)

II. RELATED WORK

As matting is a ill-posed problem, related methods usually
rely on additional information like trimaps [4]–[6], or pre-
taken background images [3], [7] to help the model better
understand the structure of input images. Though these ad-
ditional information are indeed helpful in producing better
matting results, recently, researchers have paid attention on
auxiliary-free methods [8]–[10] to make the whole matting
process easier to use.

Several methods [11]–[13] have been proposed to make
matting for video clips possible. To ensure temporal coherence
across frames, they usually took and propagated information
from one frame to another frame, instead of treating each
frame individually. When deep learning has not become pop-
ular, temporal coherence is often achieved by utilizing optical
flow, but the performance is limited by the quality and the
computing time of optical flow evaluation. Lin et al. [1] used
a recurrent decoder with ConvGRU to capture dependencies
across frames, whereas Wang et al. [14] utilized a graph neural
network along with deformable convolution layers for the
same purpose.

Recurrent architectures like LSTM (Long Short-Term Mem-
ory) [15] and GRU (Gated Recurrent Unit) [16] have been
widely used to deal with sequential data, and their variants
ConvLSTM [17] and ConvGRU [18] have also been proposed.
Because videos are sequences of images, and naturally fit
the goal of recurrent architectures, we followed [1] to adopt
ConvGRU for our task.

Two impressive works [19] and [2] have been proposed to
speed up deep learning models on high resolution images.
Both of their core ideas is to run the model on lower resolution
first, and upsample the intermediate output with auxiliary
hidden features to correct errors caused by direct upsampling.
Similar techniques have also been used on matting tasks in [3]
and [1]. We adapted a PointRend-based refiner for our work
because it is more effective and can be configured for various
computing capability.

III. METHOD

We first summarize several problems in current matting
methods, and our corresponding designs. First, annotating
trimaps is very laborious for video clips, but most matting
methods rely on these auxiliary input to produce better results.
Our framework roughly predicts the contour of foreground

objects, so the overall model can still benefit from additional
semantic information, but it does not need to be provided by
users in advance. Secondly, videos are sequential data, and
there are coherence between frames. By introducing recurrent
architectures, our network can learn from past information and
ignore irrelevant noises that appear in only few frames. Lastly,
efficiency is critical in real-time application, and the compu-
tation becomes more intensive at high resolutions. To save a
significant amount of computation, our method performs the
primary prediction at low resolutions, and it focuses on and
refines uncertain regions at the high resolution.

Fig. 2 shows our model overview. Our model includes a
mask-prediction network for extracting semantic information,
a matting network for generating low-resolution alpha mattes
and foregrounds, and a PointRend-based refiner for correcting
error-prone regions of the output after direct upsampling.

A. PointRend-based Refiner

We investigated the cause of low efficiency of existing
matting methods, and found that their models exhaustively
evaluate regions throughout the whole image. However, it is
indeed unnecessary for human video matting, since ambiguous
translucency usually occurs at a few locations, e.g. around the
human contour and hair. Therefore, the key idea of our model
design is to first evaluate the alpha matte in a low resolution. In
the following upsampling, the presented refiner focuses only
on error-prone regions to save computation.

Fig. 3 shows the overall concept of the proposed PointRend-
based refiner. At each stage, the image is first bilinearly
upsampled, and the top k points that need refinement most are
selected. These points are concatenated with hidden features
before sending into the refiner module to produce fine-grained
outputs. To make the refining process efficient, the module
simply consists of a Conv1D layer, and shares weight across
multiple upsampling stages.

As the proposed refinement network only works on error-
prone regions, it is important to define what is the so-called
”error-prone regions”. To this end, we propose three different
criterion strategies for selecting error-prone regions.

Incoherence as the criterion: This strategy assumes
that outputs alpha values should be coherent both spatially
and temporally, so regions with severe changes compared to
others should be considered candidates for refinement. We
applied Laplacian filter on input alpha frames to get spatial
incoherence. For temporal incoherence, at timestamp t, we



Fig. 2: Flowchart of the proposed system. An input frame is first downsampled by a factor of s and fed into the mask-prediction
network, and the output semantic mask is concatenated with the input frame before sent into the main matting network. Finally,
the alpha matte at the original resolution is estimated through the PointRend-based refiner. Outputs from the ConvGRU modules
of the matting network at the current timestamp t act as the hidden state for the next timestamp.

Fig. 3: The conceptual diagram of our refinement network. It
refines only the error-prone regions, and the rest regions are
directly upsampled. A few points are marked as the error-prone
locations mentioned above.

calculated |αt
i − α

t−1
i |, and summed them up to get the final

uncertainty score.
Predicted error map as the criterion: Originally, the last

layer of our matting network generates 4-channel outputs,
which include an alpha value and three foreground color
values. We made the model output an extra channel as an
error map. We defined the ground truth of ei, the error at
pixel i, to be the difference between alpha prediction αi and
alpha ground truth α∗

i . It was trained using the following loss
function:

Lerror = ‖e− (α− α∗)‖2 (2)

Distance to the alpha valley point as the criterion: We
noticed that different from objects such as glasses, plastic bags,
and water, most regions of alpha mattes for human images are
opaque, i.e., most of their alpha values are either 0 or 1 (or
255). To validate our assumption, we extracted the boundary
regions of alpha mattes in the VideoMatte240K [3] dataset,

and calculated the frequency of each possible pixel value. The
distribution of alpha values ([0, 255]) of VideoMatte240K is
shown in Fig. 4. We argued that pixels near the valley point
of the alpha distribution should be assigned larger uncertainty
and is worth careful inspection. We assigned the uncertainty
score ui for a pixel with alpha value αi as ui = |αi − αvp|.
(αvp is 0.5 in our case when alpha values are scaled to 0∼1.)

As discussed later in the experiment and the supplementary
material, our propose framework adopts the distance to alpha
valley point as the criterion for error-prone regions.

Fig. 4: Distribution of alpha values in VideoMatte240K. The
horizontal axis represents the alpha values [0,255], and the
vertical axis represents the number of pixels in log scales.

B. Matting Network

The overall architecture of our matting network is shown in
Fig. 5. We adopted MobileNet V3 [20] pretained on ImageNet



Fig. 5: The matting network follows the regular encoder-decoder architecture, where the decoder captures temporal information
with ConvGRU, and we also employed the PRM modules to estimate more precise alpha outputs.

[21] as our backbone because it reaches a balance between
speed and accuracy. It is followed by a LR-ASPP module [20],
which is capable of mixing features from multiple resolutions.
Feature maps at 1

2 , 1
4 , 1

8 , and 1
16 scales are generated and sent

into decoders for further processing.
Following [1], we also adopted ConvGRU in our decoder

stage, so our model is able to learn and keep temporal infor-
mation. Although compared to temporal attention mechanism,
recurrent architecture lacks certain parallelism, but it can
dynamically learn and forget past information, which suits
video tasks. It also consumes less memory than temporal
attention maps.

As shown in Fig. 5, the decoder stage can be divided into
three categories: a bottleneck block, three upsampling blocks,
and an output block. We applied PRM (Progressive Refinement
Module) [22] to further enhance the accuracy of alpha values.
First, decoder blocks at 1

8 , 1
4 , 1

1 scales are followed by a
projection block to generate alpha mattes with different sizes.
They are progressively refined in a coarse-to-fine manner,
where confident regions in lower levels are preserved, and
non-confident regions are replaced with outputs from higher
levels. Please refer to the supplementary material for details
about ConvGRU and PRM modules.

C. Mask-Prediction Network

The structure of mask-prediction network (MaskNet) is
similar to the matting network structure, but ConvGRU layers
and RPM modules are removed to make the network lighter.
The projection block at the end of the output block is also
replaced with a simple Conv2D layer for channel reduction.
Because we only need the contour of the foreground object,
and accuracy is not the top priority here, to further speed up
computation, input frames are once again downsampled by a
factor of 2. Because the downsampling operation may lead to
information loss, which is unfavorable for high-level features,
to prevent the rough semantic masks from interfering with
convolution operations, we do not send semantic masks into
the output block via skip connection in the matting network.

Due to page limitation, please refer to the supplementary
material for the loss functions applied in our framework.

IV. EXPERIMENT

We evaluated our model on three datasets including Video-
Matte240K (VM240K) [3], Adobe Image Matting (AIM) [4],
and Distinctions-646 (D646) [8]. This section first compares
our results with those by other matting methods and then
reports the ablation studies. Several failure cases of our
framework are also shown in the end of section. The detail of
the datasets we used, how we conducted the training process,
and more results are shown in the supplementary material.

A. Evaluation

We compared our model against related state-of-the-art
methods, including MatteFormer [23], BGMv2 [3], MODNet
[9], and RVM [1] (auxiliary-free). MatteFormer requires finely
annotated trimaps, and BGMv2 needs the background image
to be well aligned to produce the best result, whereas we focus
on auxiliary-free matting. For fair comparison, MatteFormer is
provided with pseudo trimaps generated by DeepLabV3 [24]
with ResNet-101 [25] backbone, and BGMv2 only sees the
background of the first input frame. We performed all the
methods with the official weights shared by their authors.

We followed the same approach as [1] to conduct the
evaluation, where each test sample from VM240K, AIM, and
D646 was composited onto 5 video and 5 image backgrounds.
Image datasets were applied with motion augmentations. For
VM240K, we used the test data shared by [1]. For AIM and
D646, we had to composite test data by ourselves because
these two datasets are not publicly available. However, as
backgrounds are randomly sampled, we cannot 100% repro-
duce the result as in [1]. In Table I, we mark related methods
performed on our data with ∗.

For alpha outputs, we evaluated them with MAD(mean
absolute difference), MSE(mean squared error), Grad(spatial
gradient) [26], Conn(connectivity) [26], and dtSSD [27]. The
former four metrics measure the quality of each individual
frame, whereas dtSSD measures temporal coherence.
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Fig. 6: Qualitative comparison on VM240K SD dataset. Compared with others, our method can precisely locate the foreground
object, and is stable and consistent on various kinds of input data.

Alpha FG
Dataset Method MAD MSE Grad Conn dtSSD MSE

VM240K
512×288

MatteFormer 8.13 3.67 2.24 0.70 2.25
BGMv2 25.19 19.63 2.28 3.26 2.74
MODNet 9.41 4.30 1.89 0.81 2.23

RVM 6.08 1.47 0.88 0.41 1.36
Ours 5.50 0.91 0.74 0.32 1.35

AIM
512×512

BGMv2 44.61 39.08 5.54 11.60 2.69 3.31
MODNet 21.66 14.27 5.37 5.23 1.76 9.51

RVM 14.84 8.93 4.35 3.83 1.01 5.01
MatteFormer∗ 42.98 36.15 12.08 11.15 3.13 14.41

RVM∗ 19.82 12.28 5.93 5.18 1.31 6.50
Ours 18.09 10.51 6.45 4.73 1.58 5.57

D646
512×512

BGMv2 43.62 38.84 5.41 11.32 3.08 2.60
MODNet 10.62 5.71 3.35 2.45 1.57 6.31

RVM 7.28 3.01 2.81 1.83 1.01 2.93
MatteFormer∗ 21.96 17.56 9.23 5.65 2.67 4.73

RVM∗ 7.89 3.45 2.86 1.97 1.00 2.92
Ours 6.90 2.65 2.78 1.70 1.03 3.57

TABLE I: Quantitative comparison on low-resolution outputs.
Our method outperforms related methods on VM240K in all
metrics, and performs among the top on AIM and D646.

Dataset Method MAD MSE Grad dtSSD
VM240K
1920×1080

RVM 6.57 1.93 10.55 1.9
Ours 6.49 1.88 10.48 1.86

AIM
2048×2048

RVM 19.31 11.99 47.65 1.49
Ours 18.17 10.84 51.95 1.74

D646
2048×2048

RVM 8.98 4.54 31.22 1.77
Ours 8.06 3.73 32.54 1.87

TABLE II: Quantitative comparison on high-resolution out-
puts. Our method outperforms RVM in most metrics.

Table I and Fig. 6 compare our method against others on
low-resolution input. Note that the refiner is not used here.
It can be clearly seen that both MatteFormer and BGMv2
must rely on additional information (trimaps & backgrounds)
to produce accurate output, and do not perform satisfactorily
with pseudo trimaps and dynamic backgrounds. Our method
outperforms MODNet and RVM with less semantic-level error
and more accurate alpha mattes.

Table II further compares our method against RVM on high-
resolution input. In such cases, RVM uses [28] for upsampling

Method MAD MSE Grad dtSSD
w/o coarse mask 6.56 1.88 10.44 1.88

w/o temporal information 6.74 1.93 10.95 2.21
Ours 6.49 1.88 10.48 1.86

TABLE III: Studies on effectiveness of network components.

Method MAD MSE Grad dtSSD
Incoherence 6.89 2.07 11.59 1.98
Error map 7.11 2.03 12.54 1.99

Ours (valley point) 6.49 1.88 10.48 1.86

TABLE IV: Studies on strategies to select error-prone regions.

and filtering. For our refiner, we used downsampling factor s =
0.25, and selected k = (h/8) ∗ (w/8) points for refinement.
Our method is not only better than RVM in most metrics, but
also avoid weird artifacts at boundary regions. Please refer to
the supplementary video for visual comparison.

B. Ablation Studies

We conducted ablation studies to discuss the effectiveness
of components in our network. We first removed the mask-
prediction network, and passed zero tensors into the ConvGRU
modules to take away temporal information. The statistics are
shown in Table III.

We also compared different strategies for selecting regions
for refinement. From Table IV, it is clear that our method,
which regards error-prone regions as points with alpha values
close to the valley point (0.5 in [0, 1] range), significantly
outperforms the other two strategies.

C. Failure Cases

Several failure cases are shown in Fig. 7. Our model
may fail when there are too many people overlapped in the
scene. It also can not generate precise results if the scene is
highly complicated, e.g. mixture of human motion blur and
translucent bubbles.



Fig. 7: Failure cases.

V. CONCLUSION

This paper presents a novel matting model for human
video clips. Our method does not require any auxiliary input,
and considers temporal information to produce more coherent
results. The proposed refiner architecture significantly reduces
computation and makes our method able to run in real-time
on 1080p 60fps videos with high accuracy. Experiments show
that our method reaches state of the art on video matting. In
the future, we are interested in further enhancing the concept
of error-prone selection into the framework and loss functions
[29].
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