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Abstract
In this paper, a lifelike talking head system is pro-

posed. The talking head, which is driven by speaker inde-
pendent speech recognition, requires only one single face
image to synthesize lifelike facial expression.

The proposed system uses speech recognition en-
gines to get utterances and corresponding time stamps in
the speech data. Associated facial expressions can be
fetched from an expression pool and the synthetic facial
expression can then be synchronized with speech.

When applied to Internet, our web-enabled talking
head system can be a vivid merchandise narrator, and only
requires 50 K bytes/minute with an additional face image
(about 40Kbytes in CIF format, 24 bit-color, JPEG com-
pression). The system can synthesize facial animation more
than 30 frames/sec on a Pentium II 266 MHz PC.

1. Introduction

Compared with the rapid growth of the Internet us-
age, the bandwidth of Internet does not grow as much, and
so can easily get congested. Besides, users are not satisfied
with static information such as homepages with only static
images and text; hence communications with video and
audio will be the future trend. Therefore, developing very-
low bit-rate but high-resolution communication tools be-
come more and more necessary. Using synthetic faces and
talking heads instead of current frame-based videos ap-
pears to be a good way to reduce the bit-rate of communi-
cation dramatically, because a remote computer can recon-
struct the animation by some key parameters. In the inter-
national standard MPEG-4 [1][2], synthetic heads are also
included; the controls of synthetic face expressions are
defined as a set of FAPs (Face Animation Parameters).

A video using synthetic face can be very entertaining.
A user can choose not only the model of the user himself,
but also whichever model he (or she) wants to use in the

synthetic video, such as a movie star, a statesman, or even
an animal. A user can also let the talking head make
amusing facial expressions to entertain other people.

In previous researches, most approaches try to syn-
thesize one's facial expressions with a 3D model. Waters [3]
proposed to use physical and anatomical models such as
bones and muscles to synthesize facial expressions. Most
researches use a generic 3D model with texture mapping
from a set of images. Using 3D model is suitable when the
taking head acts with big motions and rotations, but it must
take a lot of efforts to fit the 3D model for the set of im-
ages. Pighin et al. [4] proposed a delicate method to recon-
struct one's 3D head model from a set of images, and de-
veloped a method to generate new facial expressions.
However, the whole process is considered complex for
general users. Furthermore, the hair is not considered.

2D image warping or morphing has proved to be a
powerful tool for visual effects [5][6][7]. Synthetic taking
heads with this technique can look quite real when the
talking head moves with only small-scale translation and
rotation. Some researches are proposed to synthesize talk-
ing heads by combining individual parts of face features
extracted from video clips of a talking person [8][15].

In this paper, we propose to synthesize facial expres-
sions using the 2D image warping technique. This system
is the second generation of our Chinese text-to-speech
talking head system, the Image Talk [9]. It first applies a
generic Talking Mask to a given image. Then the character
in the image can blink eyes, move its head, and even talk
in Mandarin Chinese (see Figure 1). Facial expressions of
this photo-realistic talking head can be synchronized with
and driven by speech from a wave file, or from a micro-
phone. Speech recognition techniques are used to conjectu-
re the phonemes in the speech and then fetch the associated
facial expression.

In Section 2, we describe the head model of our pro-
posed talking head system. How to generate facial expres-
sions are described in section 3. Section 4 shows how
speech recognition techniques are used to synchronize



facial expressions with the speech. The result and applica-
tions of our system is in section 5 and 6.

2. Head model

Since our talking head is supposed not to have much
head rotation and translation, our proposed talking head
models a human head by applying a two-dimensional mesh
model, and uses real time view dependent mesh warping
for animations. Because it is simple but with good visual
effect, it can run on common Pentium II PCs in real-time.

A neutral face is the frontal face image without
specific facial expressions. The color information of an
input neutral face provides a base image for the system. By
warping the input image, we can morph the neutral face
into various expressions. If the picture taken is not from a
neutral face, the furrows caused by squeezing the muscles
while smiling or frowning will sometimes make the syn-
thesized expression unnatural.

How to warp the input image into various expres-
sions? A set of interesting spots are marked as control
vertices. These vertices were placed around the contour of
specific features on the face such as eyes, nose, mouth, and
chin. These control vertices were then connected into con-
vex polygons, such as triangles. Then the problem of
warping a whole image can be simplified to a set of poly-
gon texture mapping problems.

For real time processing, the less the number of the
vertices is, the better is the performance. In our work, less
then 200 control vertices were marked on the facial area,

and the final two-dimensional mesh model comprises less
than 350 triangles; still the synthetic faces look natural.

2.1 Mouth shape generation

At this moment, our system is developed for Man-
darin Chinese, and can be extended to other languages. In
general, there are a total of 408 Chinese utterances without
tone variation [10], and 1333 Chinese utterances with tone
variation. Many mouth shapes of these utterances are quite
similar to each other, and all mouth shapes of these utter-
ances can be simulated by combining basic mouth shapes.
In our system, 9 basic mouth shapes are adopted, as shown
in Figure 1 [9].

2.2 Face mesh fitting

The first stage to use the talking head system is to fit
a generic two-dimensional face mesh to a user’s face im-
age. We provide user-friendly tools for users to go through
this process. As shown in Figure 2, after a user inputs a
new frontal facial image, a generic 2D mesh is applied to
the face image. A boundary box is used to approximate the
head size in the image, and a user can manually adjust
control points to fit with feature points, for example, eyes,
nose and lips on the image. Most efforts are on the adjust-
ment of eyelids and lips, which takes about one to three
minutes to adjust the mask for an experienced user already
using the system for more than two times.

    
(1) "a" (2) "b" (3) "d" (4) “e” (5) “en”

   
(6)"f" (7)"j" (8)"o" (9)"u"

Figure 1. Basic expressions of a female reporter (1) ~ (9).



3. Synthesizing facial expressions

3.1 Key frames specification

As mentioned above, various facial expressions can
be synthesized by mapping parts of the original texture to
certain polygons defined by control vertices. Putting the
texture mapped mesh model and the background together,
the scene now looks just like the original face with certain
facial expressions.

The first step to animate facial expressions is to de-
fine the key frames. The neutral face without any facial
expressions can be thought as a key frame that contains a
neutral facial expression. Key frames in this proposed
system are from our previous system: the Image Talk[9].

The actual content of key frames saved in our system
library are the vector differences of each control vertex
from the neutral face, and normalized according to the size
of the generic mask. In summary, a synthetic face can be
represented as weighted combinations of the neutral facial
mask (from the generic one adjusted to match the input
image) and the expression mask.

3.2 Generating intermediate expressions by inter-
polation

In order to generate the animation of a face giving a
talk, our proposed system has to generate intermediate
frames or expressions between two key frames. Since the
key frames are saved as normalized vectors according to
the size of the generic mask, the intermediate expressions
can be generated by time-driven interpolation.

To make our talking head’s mouth actions look more
realistic, the problem of co-articulation, which means the
current mouth shape does not only depend on the current
pronunciation but the one coming before and after, must be
taken into account.

There are 408 possible combinations of phonemes in
a Mandarin Chinese word. In our previous system [9], we
only use linear interpolation to generate intermediate ex-
pression; in the current system, we try to use an exponen-
tial decay model [21] to make the animation of mouth
shape look more natural.

3.3 Head motion

In addition to our previous algorithm developed for
head motion [9], a 3D-projection method is also tried to
make the head motion more realistic. In this way, the 2D
mesh of the talking head is acquired from the projection of
a 3D head model. To perform head motion, the 3D head
model is rotated first, and then projected onto the 2D mesh.
After moving the vertices of the 2D mesh to the new pro-
jection location, the image of the talking head is morphed
to perform the head motion.

3.4 Generic teeth model

Because the input image is only a static neutral face,
there is no image information inside the talking head’s
mouth. We propose a generic teeth model to simulate teeth
inside the mouth. The teeth model is separated into two
parts: the upper teeth and the lower ones. The upper teeth
model is moved according to the control vertex at the phil-
trum, and the lower one is moved according to the control
vertex at the chin. This generic teeth model can resize
according to the mouth size in the neutral face.

In addition, there is a basic assumption that the larger
one’s mouth is opened, the more light his teeth can be
illuminated. Our proposed system adjusts colors of the
generic teeth model according to the longest distance be-
tween the upper lip and the lower one. The smaller the
distance is, the darker the teeth are (see Figure 3).

4. Speech driven face synthesis

 (a) The original image.

 
(b) A generic mesh mask  (c) The modified mesh mask

Figure 2. Adjustment of a

mesh mask for a

new face.



Figure 4. The speech data shape of a Chinese sen-
tence pronounced as “ni hau ma” which
means as “How are you?” in English. The
vertical lines in the picture are marked to
separate three different utterances (words)
“ni”, “hau”, “ma”.

After the 2D face mesh is adjusted, it can be used to
animate facial expressions driven by speech.

To synthesize animations of facial expressions syn-
chronized with speech data, we must know which utter-
ances appear in the input wave data. In addition, the start
and stop time of a certain utterance should be obtained to
synchronize the mouth shapes with wave data.

For example, in Figure 4, it is the PCM data of a
Chinese sentence “ni hau ma” spoken by the first author.
After getting this wave file, our system invokes a speech
recognition engine and finds that from StartTime to TimeA
is silence; TimeA to TimeB should be “ni”; TimeB to TimeC
should be “hau”; TimeC to EndTime should be “ma”. Our
system then translate these results into “neutral (from 0 to
TimeA), ni (from TimeA to TimeB), hau (from TimeB to
TimeC), ma (from TimeC to EndTime) and appropriate key
frames are fetched from the expression pool.

Figure 5 is the flow diagram of our proposed system.
First, wave data from a speech file or a microphone are fed
to a speech recognition engine that helps us to conjecture
the phonemes of the speech. The engine compares the
input wave data with its own database; then reports the
most possible utterance and the time stamps of each utter-
ance in the sequence. A table of mapping from utterances
to phonetic notations is used to get basic facial expressions.
Thus, we can get a sequence of basic facial expressions
according to the input speech data. With this information,
facial animation synchronized with the input wave data by
techniques mentioned above can be generated. For exam-
ple, Mandarin Chinese word “good” pronounced as /hau/ is
converted to be /h/+/au/, and the corresponding mouth
shape is from “h” then gradually morphed to ”au”.

Since our purpose is to synthesize facial expressions
according to speech data and many mouth shapes of Chi-
nese utterances are quite similar to each other, the recog-
nized results don’t need to have high recognition rate.
Currently an efficient speech recognition engine can be
used to generate facial animation in near real time.

In general, the recognition rate for a speaker inde-

pendent recognition engine is only around 60%. Since
many different pronunciations have similar mouth shapes;
that is, the real difference is inside the mouth that is not
visible, the overall “recognition rate” for this talking head
system is higher than 90%. Actually, the visual effect is so
strong that most people can not see the difference. The
details of how speech recognition engines are applied for
two kinds of speech data sources are described in the fol-
lowing.

4.1 Generating facial animation driven by speech

Since speech signals saved as files can be played
repetitively, this kind of wave sources is proper for pre-
processing computation. We will to preprocess the input
speech file and save the recognition results as an index file.

When users want to see facial expressions driven by
a speech wave file, our system checks whether there is an
index file associated with it first. If there is one, the system
plays back the speech file and the talking head makes faci-
al expressions according to the information in that index
file. If there is no index file, a speech recognition engine is
invoked to recognize the speech data, and an index file can
then be generated.

At this moment, we can invoke two kinds of speech
recognition engines. The first group are those speech rec-
ognition engines that support Microsoft Di-
rectSpeechRecognition API from Microsoft SAPI 4.0[11]
(Microsoft Speech Application Interface version 4.0); the
other one is the speech recognition engine from Applied
Speech Technologies [12].

For first-time users with MS DirectSpeechRecogni-
tion API, they are encouraged to have a training session to
increase the recognition rate by reading some specified
texts for 10 minutes. The main parts we need are the func-
tions of wave indexing. Wave indexing is a way to index
each segment of wave data from files with an appropriate
utterance or a word by parsing wave data segments with a
given CFG (context free grammar). We have defined a
CFG describing the basic 408 Mandarin Chinese utter-

(a) without teeth        (b) with teeth
Figure 3. A generic teeth model inside the mouth



ances [10] for the API, and the most matched utterances
can therefore be reported.

The speech recognition engine we use from Applied
Speech Technologies is a simplified version without
parsing grammar and therefore can recognize Chinese
utterances directly. It can index speech data from files or
from input devices such as microphones.

4.2 Near real-time speech driven facial animation
by dual recognition engines

To apply our speech driven talking head to visual
communication, a real-time system is required. However,
the required time for speech recognition techniques to look
ahead is usually more than one second, and so we should

reduce the response time as much as possible. The pre-
processing actions for the input speech in previous sections
are not practicable for real-time applications.

Since the speech recognition library from Applied
Speech Technologies is a simplified version and focussed
just on Chinese utterances, the recognition time of this
engine can be less than the playback time of input on an
Intel Pentium II 266 MHz PC. To display facial animation
driven by speech from a microphone with the shortest
response time, the concept of double buffers in graphics is
applied in our system. Because of constraints of wave I/O
control in the recognition library we used, a pipeline
structure does not work. We use dual recognition engines
to recognize input speech data blocks alternately.

We make 2 second long speech data a block, and so
the input data sequences consist of a sequence of blocks.
Two recognition engines are opened at the same time but
work alternately. Engine A is in charge of odd blocks; En-
gine B is in charge of even ones. While Engine A is recog-
nizing data in block N, Engine B receives the wave data of
block N+1 from a microphone. While Engine B is recog-
nizing data in block N+1, Engine A receives the wave data
of block N+2 from the microphone. These processes are
demonstrated in Figure 6.

4.3 Experiments

To verify our viseme recognition rate of speech,
eleven subjects participated in our experiment. Eight of
them are male; three of them are female.

Each subject gave an introduction of himself first,
and then read two short paragraphs in newspaper. All these
speech data are recorded in our system and then are used to
generate corresponding viseme sequences. Except one
male whose visemes are only 77% recognized correctly,
others’ viseme recognition rates range from 87.5% to
97.1%. The average recognition rate in this experiment is
89.7%.

In those 10.3% errors, 74% are cases where utter-
ances and visemes were misjudged; 26% are obvious er-

………….
Engine A

Engine B

           

   time N          time N+1       time N+ 2                      Time

Figure 6. Dual Speech Recognition engines approach.
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Figure 5. the flow diagram of the speech-driven talking
head system.
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rors in utterance segmentation.
Since the viseme recognition rate is 90%, most of

viseme animation in our system is correct. However, to be
a practical application, a few errors still can be perceived
by a sensitive observer. Thus, we developed an interactive
tool for users to adjust the recognized results such as re-
ported visemes and the time boundaries of visemes in
speech.

5. Results

The current performance of the proposed web-enabled
talking head system without real-time speech recognition
is about 30 frame/sec in CIF format on a Pentium II
266MHz PC. The speech recognition is processed off-line
using Microsoft’s DirectSpeechRecognition API in Speech
SDK 4.0 or the speech recognition library from Applied
Speech Technologies.

Facial animations driven by live speech has limited
response time, which is about 4 seconds, because the
speech recognition module needs to accumulate a certain
length of signals to begin the recognition process. How-

ever, there are still two practical problems. The first one is
the possible discontinuity (less than 0.3 sec) when two
recognition engines “swap”. The second problem is that
the display frame rate sometimes can not keep at 20 frames
per second. On a Pentium III 500MHz PC, the perfor-
mance is about 15-24 frames per second with image size
120x150. This is due to the fact that the recognition engine
shares the CPU with the display engine.

To make our speech-driven talking head with full-
scale head rotation, we also developed a talking head sys-
tem based on 3D models [13]. An executable demo pro-
gram is put in the web page http://www.cmlab.csie.ntu.edu.
tw/~ichen.

6. Applications

One immediate application of the talking head sys-
tem is a web-enabled merchandise narrator. Speech data
about the products and the corresponding index file, which
is generated by an off-line process, are put on the web-site,
and the talking head animator is packed in active X control
module. After installing the module, when users click

               

      

         
(a) 2D mesh mask   (b) a neutral face    (c) pronouncing “u”    (d) pronouncing “en”

Figure 7. Three examples of pronouncing a Chinese syllable “wen” (u+en).



icons of our talking head on the homepage, speech data
and the index file are sent to the client side, and then the
talking head can give a vivid speech to introduce the prod-
uct.

Compared to frame-based video such as H.263 etc.,
which requires about 400Kbytes to 4Mbytes per minute
depending on the video quality, the proposed system will
only need 50Kbytes/minute (voice is compressed using
G.723.1) with an additional face image (about 40Kbytes
compressed using JPEG). Another application is the idea
of “VR-talk” that can be applied to Internet chat rooms.
Since the procedures of adjusting our generic mask to fit to
a new face image are simple, users can easily use new face
images such as movie stars or even animals to represent
themselves in chatrooms. This feature appears to satisfy
people’s intension of concealing and disguising themselves
on the Internet for fun or for other purposes, and this can
also make Internet chat rooms more fun.

7. Future Works

A speech-driven talking head with real-time response
is our goal. As mentioned in subsection 4.2, the practical
problems should be solved. Similar to our generic teeth
model, an eyeball model can be developed to change the
viewing direction of eyes. Speaker-independent speech
recognition engines also need improvement.
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