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Abstract 
In this paper, a robust, accurate and inexpensive approach 
to estimate 3D facial motion from multi-view video is pro-
posed, where two mirrors located near one’s cheeks can 
reflect the side views of markers on one’s face. Nice prop-
erties of mirrored images are utilized to simplify the pro-
posed tracking algorithm significantly, while a Kalman 
filter is employed to reduce the noise and to predict the 
occluded markers positions. More than 50 markers on 
one’s face are continuously tracked at 30 frames per sec-
ond. The estimated 3D facial motion data has been prac-
tically applied to our facial animation system. In addition, 
the dataset of facial motion can also be applied to the 
analysis of co-articulation effects, facial expressions, and 
audio-visual hybrid recognition system. 
 
1. Introduction 

 
Pouting lips, raising eyebrows, and grinning on the face, 

these delicate facial expressions and lip motions are criti-
cal factors for a human being to understand or express 
one’s meanings or feelings. Therefore, for decades, a lot of 
researches have been undertaken or even underway to 
synthesize facial animation for new communication 
methods such as talking heads or virtual conferencing. 
However, the spatio-temporal relation of facial motions 
are nonlinear and do not have rigid body properties; fur-
thermore, there are a multitude of subtle expressional 
variations on the face and mouth. Up to the present, syn-
thesizing realistic facial animation is still a tedious and 
difficult work. In addition, during speaking and pronuncia-
tion, the facial and lip motion variations can be much more 
complex. The motions at the transition between articula-
tions, so called co-articulation effects [1], are also nonlin-
ear. To animate realistic facial expression, this should be 
taken into account. 

The goal of our project is to collect an accurate dataset 
of facial motion according to audio articulations, and to 
develop a system for realistic facial animation. We pro-
posed a complete procedure from semi-automatic marker 
tracking in a video sequence, 3D position and motion es-
timation, to facial animation driven by estimated 3D mo-

tion trajectories. In the first step, an adaptive Kalman filter 
[31, 36] is utilized to improve the stability of marker 
tracking. Most of the jitters and “derailment”, caused by 
intensity noise, estimation errors, interlaced effects, and 
even some short-term occlusions of markers, can be di-
minished or removed after filtering. For 3D position and 
motion estimation, we propose an approach that analyzes 
video clips with frontal and mirror-reflected images. In the 
results of simulation, the proposed approach can be more 
reliable than that of general-purpose stereovision ap-
proaches in this specific situation. In the phase of facial 
animation, a generic head model is deformed according to 
range images acquired by 3D laser scanner. Scatter data 
interpolation function is then applied to smoothly scatter 
the effects of estimated feature points to non-estimated 
points. 

This paper is organized as following. Some representa-
tive related researches are discussed in section 2. In sec-
tion 3, we introduce the application of adaptive Kalman 
filter to marker tracking in a video sequence. In section 4, 
the proposed approach of 3D facial motion estimation is 
described, and some comparisons with general-purpose 3D 
position estimation approach via R, t estimation are also 
discussed. A face synthesis system will be mentioned in 
section 5. Finally, we will conclude our paper and mention 
our future work. 

 
2. Related work 

 
Researches for synthesis of human face and animation 

can be approximately classified into three categories: fea-
ture point-driven, physical-based, and image-sample-based 
approach. 

The most representative researches of physical-based 
approach are Waters et al’s work [3, 5, 6, 34]. They use a 
physical or procedural model to synthesize facial motion. 
In an ideal case, this approach should realistically manifest 
the facial motion from the dynamics or kinetics evaluation. 
However, human faces are so subtle that many fine varia-
tions on a face cannot be simulated by an approximate 
model. 



 

 

Recently, many researchers adopt feature-point driven 
approaches. Some of them produce facial animation by 
morphing 2D key frame images according to the feature 
point displacement, such as [7, 8, 9]. The 2D morphing 
approaches’ disadvantages are that the view directions are 
limited and difficult to be combined with a 3D graphics 
environment. Other research uses 3D head models instead 
[10, 11]. Nevertheless, most of these kinds of research still 
use only 2D key frames and some hypotheses to drive a 
3D model. Pighin et al. [12], Guenter et al. [13] developed 
remarkably lifelike realistic facial animations from 3D 
data. In Guenter’s approach, a large numbers of markers 
are placed on an actor’s face, and facial motions are faith-
fully estimated from multiple view sequence. Our work is 
similar to Guenter’s work; moreover, we do not only fo-
cused on reproducing the facial motion of a certain per-
former but also collecting a dataset according to voice 
articulation for further analysis. 

“Video Rewrite” proposed by Bregler [14] synthesizes 
video realistic facial animation by combining image sam-
ples of faces and mouths according to input phonemes. 
Cosatto et al. [15, 16] further decompose the samples into 
smaller facial parts and let the process of synthesis with 
more flexibility and efficiency. Nevertheless, the image 
sample-based approach suffers the same disadvantage of 
the 2D morphing approach, where the view direction is 
limited. Besides, it requires a large database of image 
samples for each performer. 

There are some other related researches on synthetic 
human faces. Z. Liu et al. [38] proposed to synthesize 
delicate details on a face with expression ration images 
(ERI). Blanz et al [17] established an excellent system to 
build head model from only single face image by statistic 
human head information. Voice Puppetry [18] applied the 
Hidden Markov Model (HMM) to simulate facial motions 
driven by various audio features. Our previous work [19] 
is also a speech driven talking head system. 

3D motion can be estimated from optical or magnetic 
motion tracking devices, or video sequences. Optical or 
magnetic marker tracking devices can provide extremely 
precise 3D position data, but they are also highly expen-
sive. Moreover, because the special markers may obstruct 
some subtle motions, most of these tracking devices are 
unsuitable for motion tracking on a lip surface.  

Most of the stereo video motion-tracking approaches 
are based on the epipolar constraint and the 8 points algo-
rithm [20]. Images with multiple view directions are taken 
to estimate the 3D positions of feature points. [21, 22, 23] 
provide a good reference and discussion for 3D motion 
and structure estimation. 

In addition to capturing stereo videos by multiple cam-
eras, Patterson et al. [39] proposed to use a mirror to ac-
quire multiple views for facial motion recording. Basu et 
al. [24, 25] employed mirror views to capture the lip mo-
tion. In our works, we also used mirrors to get new images 
with different view directions. However, unlike the related 
works, we proposed a more robust and simpler algorithm 
to estimate accurate 3D position and motion from mirrored 
and front view video sequences, since there are nice prop-
erties of mirrored images that can be used. 

 
3. Tracking markers in video with adaptive 
Kalman filter 
 
3.1. Marker tracking 

In our face synthesis system, we separate a face into 11 
regions. While regarding each region as a smoothly 
deformable surface, we find that there are 50 points (10 for 
lip contours, 12 for the lip surfaces, 10 for the mouth, 8 for 
cheeks, and 10 for the forehead) on a face, where the 
variations are the most representative to control the surface 
deformation. Therefore, we take these 50 positions as fea-
ture points to drive facial animation. 

 
Figure 1. Motion trajectories of control points estimated by the proposed method and the synthesized head 
that is pronouncing the sound “au”. 



 

 

In order to get precise 3D positions and motions of 
feature points on the face of a subject, colorful dot markers 
are stuck onto feature points. With these markers, tracking 
of feature point movement is much easier and more accu-
rate.  

It is well known that multiple view images (at least two 
images of different view directions for a target) are re-
quired for 3D position reconstruction. In our work, we 
didn’t use multiple cameras to capture images from dif-
ferent view directions. Instead, we placed two mirrors next 
to one subject’s face (as shown in Fig.2), and used only 
one camera to capture the front view image and two mir-
rored images (as shown in Fig. 3). 

Before calculating the 3D positions of markers, the lo-
cational variations of markers in each frame of a video clip 
and the correspondence of markers in front and mirrored 
images should be determined in advance. We adopted a 
semi-automatic approach to do this. Once a video has been 
prepared for tracking, users have to initially select the po-
sition of each marker and their correspondence in front 
and mirrored images. Our system then searches for the 
most probable motion trajectories of markers in the fol-
lowing frames.  

 
3.2. Adaptive Kalman filter for marker tracking 

 
The Kalman filter is a linear, unbiased, and minimum 

error variance recursive algorithm to optimally estimate 
the unknown state of a linear dynamic system from noisy 
data at discrete time intervals, and it is widespreadly ap-
plied to control system, radar tracking and etc. [31, 32, 37]. 
Here we briefly mention the concept of the Kalman filter. 

Let s(t) denote an M-dimensional state vector of a dy-
namic system at time t, and the propagation of the state in 
time can be expressed as a linear equation 

s(t) = As(t-1) + w(t),  t = 1,2,...,Tlimit, 

where A is a state-transition matrix and w(t) is a zero-mean, 
random sequence with covariance matrix Q(t), represent-
ing the state model error. 

Suppose that a time-series of measurements h(t), are 
available, which are linearly related to the state variable as 

h(t) = Cs(t) + v(t),  t = 1,... ,Tlimit. 
where C is the observation matrix and v(k) denotes a 
zero-means, noise sequence, with covariance matrix R(k).  

Given the measurement h(t), the state vector can be es-
timated as 

s(t) = As(t-1) + K(t)[h(t)-CAs(t-1)], 
where the K(t) is so called the Kalman gain matrix. And 
the s(t+1) can be predicted as 

s(t+1| t) = As(t). 
In our work, we adopt an adaptive Kalman filter [36] to 

improve the stability of marker tracking in video. We as-
sume the state transition equation to be 
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where spx(t), svx(t), spy(t), and svy(t) represent the state val-
ues of position and velocity in x and y axial directions at 
time t respectively. And wvx(t), wvy(t) represent the change 
of velocity in x and y axial directions respectively over 
interval T with variance )(2 tvxσ and )(2 tvyσ . 

The relation between measurement and state vector can 
be written as 
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where vpx(t) and vpy(t) represent the position measurement 

 
Figure 2. A diagram of our capture equipment. 
Two mirrors are placed next to a subject’s face, 
and the front view and mirror-reflected images are 
captured simultaneously. 

 
Figure 3. The image data captured by DV camera 
(resolution: 720x480 pixels). 55 markers are 
placed on the subject’s face and lips. 



 

 

error in x and y axis with variance )(2 tpxσ  and )(2 tpyσ . 

)(2 tpxσ and )(2 tpyσ are variables and can be adjusted ac-
cording to the confidence of measurement. The details of 
Kalman filter are well described in the reference book [31, 
33]. 

The whole procedure of marker tracking is as follow-
ing: 

1. Users have to designate the location hi(0) of feature 
point i in the first frame (at t=0), where hi(0) = [hpxi(0), 
hpyi(0)]t, for i = 1,2...,N.  
Set spxi(0) = hpxi(0), spyi(0) = hpyi(0), svxi(0)= svyi(0), t=0. 

 
2. Predict the position at time t+1 as  
si(t+1|t) = Asi(t), for i = 1,...,N.  
and update the time stamp, set t = t+1. 

 
3. Within the searching range centered by (spxi(t), 
spyi(t)), find the measurement position hi(t) by search-
ing the position with minimum Costi(t), for i = 
1,2,...,N.  
Costi(t) = CostRi(t) + CostGi(t) + CostRi(t), (3) 
 
where CostRi(t), CostGi(t), CostBi(t), represent the 
correlation of color component R, G, B between si(t-1) 
and a candidate position in frame t. 

 
4. Set )(2 tpxiσ = 2

baseσ +αCosti(t) and )(2 tpyiσ = 2
baseσ  

+ αCosti(t), where α is a weighted value, and 2
baseσ  

is the constant base variance. 
Calculate the state vector si(t) by Kalman filtering. 

 
5. Record (spxi(t), spyi(t)) as the 2D position of marker i 
in time t. 

 
 
6. If t < Tlimit, go to step 2. 

 
As the adjustment of )(2 tpxiσ  and )(2 tpyiσ  in step 4, 

when an image of marker is occluded or interfered by in-
terlace effect or intense specular-lighting noise, the value 
of cost function should be dramatically high, and the vari-
ances of measurement error )(2 tpxiσ and )(2 tpyiσ will be 
large; then, the Kalman gain values will be decreased. 
With this design, the effects of noise or occlusion are di-
minished. 
 
4. 3D facial motion estimation 

 
As the conceptual diagram in Fig. 4, the mirrored im-

age can be regarded as a “flipped” image taken by a “vir-
tual camera”, which is in a distinct view direction com-

paring to physical one. With two mirrors next to a sub-
ject’s face, we can acquire three different views of the face 
image data simultaneously and can also avoid the problem 
of synchronization between data among different cameras. 

In some related researches [24], the 3D positions of the 
aforementioned situation were estimated by modified gen-
eral-purposed 3D structure reconstruction approaches, 
which estimate affine transformation (rotation matrix R, 
translation vector t) between two cameras from funda-
mental matrix [23]. After getting the location and orienta-
tion of two cameras, the target point 3D positions can then 
be approximated by the closest points to all projection rays 
from lens of different cameras. 

However, there are some special properties of mirrored 
images that can be applied to get a more accurate result. 
We present our approach in subsection 4.1. A flexible 
camera calibration method proposed by Zhang et al [26] is 
utilized to calculate the camera intrinsic parameters. With 
these parameters, we can calibrate the video captured by 
camera. 

 
4.1. 3D position estimation from front and mir-
rored images 

 
After the motion trajectories of markers in videos of 

front and mirror-reflected views are acquired with the 
method described in section 3, 3D motion trajectories can 
be calculated by first calculating the orientation and loca-
tion of the mirror in video, and then estimating the 3D 
positions of markers as a minimization problem. 

In the first step, we can assume that a mirror is flat 
without distortion, and we only use the image data within 
the range of mirrors. The location and orientation of the 
mirror can be represented by a plane equation: 

ax + by + cz = d    (4) 
u = (a, b, c)t, || u || = 1, where u is the unit normal of 

the plane, and there are two possible directions of vector u. 
Without loss of generality, we take the direction of c < 0. 
In the following discussion, we assume that I is the image 

 
Figure 4. The conceptual diagram of “virtual 
camera”. 



 

 

plane of camera film, f is the focal length, the camera lens 
center O is assumed as the origin in the coordinate, and the 
view direction of the camera is the Z axis.  

As shown in Fig. 5, mi is the physical 3D position of 
marker i, mi = (xmi, ymi, zmi)t, mi

’ is the virtual 3D position 
of marker i in the mirrored image, mi

’ = (xmi
’, ymi

’, zmi
’)t, pi 

is the projection of mi on I, t
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’, zpi
’)t. (xpi, ypi) and (xpi

’, ypi
’) are the estimated 2D 

marker positions as mentioned in section 3. 
Owing to the property of mirrors, 

mi
’ = mi + ku,    (5) 

 
where k is a scale value. Vector mi, mi

’, u are co-plane, and 
thus 

0)(, =×⋅ ii mum ,    (6) 
 

•is dot product, and × is cross product. 
From Eq. (6), we reformulate in terms of pi, pi
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and it can be simplified as 

pi
’Upi = 0, where 
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Eq. (8) can then be represented in terms of u as, 
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For each marker and the rest stationary points for rigid 
body calibration, we can form a matrix M, 

Mu = 0, 
where 
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Since there is noise to perturb the shape and position of 

markers on image plane I, the least square method is ap-
plied to estimate the vector u with least error. It is 
well-known that solution of 

minu || Mu ||, for || u || = 1,  (11) 
 

is the eigenvector corresponding to the smallest eigenvalue 
of the matrix MtM [27]. 

There is another property of mirror is that 
)()( , Θ−=Θ− iui mHm ,   (12) 

 
where Θ is an arbitrary point on the mirror plane Mirror. 

)2( 33
t

xu uuIH −= is the Householder matrix, where I3x3 

is the identity matrix. We choose that t

c
d ),0,0(=Θ , and 

deduce the equation 
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From Eq. (13), we can find that once vector u has been 

determined, zmi and z’
mi is proportional to variable d. The 

value d can be determined by comparing the scaled data 
with a reference ruler in real world. Thus, along the 
above-mentioned steps, vector u should be first estimated 
by Eq. (11); then the position of [xmi, ymi, zmi]t for each 
marker and stationary points can be calculated by the least 

u = (a,b,c)

ku

m

m’

Center O

focal length f

pP’mirror

u = (a,b,c)

ku

m

m’

Center O

focal length f

pP’mirror

 
Figure 5. The geometric representation of the 
physical point m, the reflected point m’, and the 
projection points p, p’. 



 

 

square method of the form 
minz ||Gz – du ||,     (14) 

 
based on Singular Value Decomposition (SVD) or QR 
factorization [27].  

Furthermore, to reduce the influence of errors of the 
marker position estimation in the front view image, we 
mirror the virtual marker mi

’ back to physical world, set as 
mi

’’, 
Θ+Θ−= − )( ,1,,

iui mHm ,         (15) 

and take 
2

)( ,,
,,, ii

i
mmm += as the 3D position of marker i. 

 
4.2. Head motion removal 

 
In the previous step, 3D marker positions have been es-

timated. However, a subject under test may swing or nod 
his head when speaking and making facial expressions, 
and thus the motions of 3D markers are composed of both 
facial motions and global head motions. To get precise 
facial motion, the head motion must be estimated and re-
moved from 3D facial expression data. 

As mentioned in [22], with 3 non-colinear 3D points, 
the movement of rigid object can be uniquely determined 
by a rotation matrix R, and translation vector t. 

ri j+1 = Rri j + t,    (16) 
 
where ri j is the 3D position of point i on a rigid object at 
time j, and where ri j+1 is the 3D position of point i on a 
rigid object at time j+1. 

Therefore, the 3D data of 4 additional markers placed 
on the performer’s ears are regarded as points on rigid 
head, and we applied the SVD (singular value decomposi-
tion) based algorithm proposed by K. Arun et al. [28] to 
determine the head rotation R and head translation t. After 
the rotation and translation of successive time stamps are 
determined, we can obtain the displacement of marker i 
caused by facial motion as dispi = R-1(vi(j+1) - t) – vij, where 
vij is the estimated 3D position of marker i at time j. 

 
4.3. Discussion of proposed 3D estimation ap-
proach 

Intuitively, in the case of 3D position estimation from 
the mirror-reflected mutli-view images, the proposed 3D 
estimation approach should be much more robust than 
approaches that apply some other general-purposed 3D 
estimation approaches which calculate rotation matrix R 
and translation vector t of the virtual camera from the 
fundamental matrix [24]. One of the reasons is that the 
degrees of freedom of the rotation matrix R and the trans-
lation vector t are both three. In our case, we evaluate the 
mirror plane equation, which has only 4 degrees of free-
dom. The fewer degrees of freedom roughly mean that we 
can use much fewer information to reach the accuracy of 

the same magnitude. 
Secondly, when estimating R and t from the fundamen-

tal matrix [21], it first has to evaluate the fundamental ma-
trix, which is of 8 degrees of freedom, and then analogous 
rotation matrix W is estimated. However, the matrix W 
usually may not be of the properties of rotation matrix, 
such as orthogonality, etc. In that situation, the matrix W is 
adjusted to fit the properties, and then the vector t can be 
evaluated. Each of the steps involves a lot of numerical 
matrix computations, such as the smallest eigenvalue and 
eigenvector estimation, singular value decomposition, and 
quaternion reformulation, etc. The errors are progressively 
accumulated by each step. [21] provides a detailed discus-
sion of error analysis and estimation of 3D position and 
structure reconstruction from R, t. 

We also simulated the situation where nor-
mal-distributed errors perturbed the measurement of 2D 
marker positions by computer. Fig. 6 is the figure about 
the error distribution for our proposed approach and the 
approach via the virtual camera R, t estimation. The figure 
manifests that the virtual camera approach requires more 
feature points or calibration points to reach the same ac-
curacy of the proposed approach. Our proposed approach 
is also more robust in the noisy situation. 
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Figure 6. Error estimation of two different solutions. 
We simulated the situation where 
normal-distributed noise perturbed the estimation of 
marker motion in video. The target subject is a 
virtual object (about 1000x2000x1000 pixel3) 4000 
pixels apart from the lens center.  
(a) absolute mean-square error versus variance of 

normal-distributed noises.(mean = 0)  
(b) absolute mean-square error versus number of 

calibration points when noise variance = 1, 
mean = 0. 



 

 

5. Synthetic face 
 
5.1. Face modeling 

 
The approach mentioned in subsection 4.1 for 3D posi-

tion estimation can also be applied to construct a realistic 
head model. However, a 3D scanner can provide 3D mod-
els of error less than 1 millimeter. Thus, we exploit a 3D 
scanner to get 3D head information. Nevertheless, the 3D 
scanned data cannot be applied for facial animation di-
rectly for three main reasons. The first one is that the to-
pology of face model generated by 3D scanner is arbitrary 
and does not fit the characteristics of human face; for ex-
ample, a topology on the lip should be distinct from the 
mouth. The second one is that there are always a lot of 
“holes” in 3D scanned data. The third reason is that the 
number of polygons generated by a 3D scanner is ex-

tremely large, and that is too many for near real-time ani-
mation. For these reasons, a generic face model with a 
suitable polygon topology is employed and deformed to fit 
the 3D scanned range data. 

Fig 7(a) is the figure of the generic model, and fig 7(b) 
is the deformed model. In our current work, to fit one new 
generated 3D scanned range data, users have to manually 
specify the corresponding features such as the mouth cor-
ners, nose tip, eye corners etc. in the scanned face data. 
The deformation method we applied is the so-called “scat-
ter data interpolation”, which is a smooth interpolation 
function that can scatter the effects of feature points to 
non-recorded points. Supposed that pi is the 3D position of 
feature point i, poi is the corresponding point on the ge-
neric model, and ui= pi - poi is the displacement. We 
should construct a function that finds the unknown dis-
placement uj of unconstrained vertex j from ui. 

In our case, a method based on radial basis functions is 
adopted to represent the influence of constrained points. 
We chose 64/)( rer −=φ . The scatter data function is then 
of the form 

∑ ++−=
i

tMpippicpf )()( φ   (17) 

where pi is the constrained vertex; low-order polyno-
mial terms M,t are added as affine basis. Many kinds of 
function for )(rφ  have been proposed [29]. 

To determine the unknown coefficients ci and the affine 
components M and t, we must solve a set of linear equa-
tions that includes )( ipfiu = , the constraints ∑ =i ic 0  

 
(a)                (b)                 (c)                 (d)                  (e) 

Figure 7. The reconstructed 3D face model and texture mapping. There are 6144 polygons and 5902 vertices 
on the face model. (a) the generic model. (b) the deformed model. (c)~(e) synthetic faces in different view 
directions. 

 

Figure 8. The 11 re-
gions of head model: 
jaw, lower mouth, 
lower lip, upper lip, 
upper mouth, left 
cheek, right cheek, 
nose, left eye, right 
eye, and forehead 



 

 

and ∑ =i
t
ipic 0 . In general, if there are n feature point 

correspondences, we will have n+4 unknowns and n+4 
equations with the following form: 
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where ),,(    3,1 pizpiypixiPji =≤≤ . 

 
5.2. Facial Animation 
 

A general face is separated into 11 regions: jaw, lower 
mouth, lower lip, upper lip, upper mouth, left cheek, right 
cheek, nose, left eye, right eye, and forehead (as shown in 
Fig. 8). Control points within a region can only affect ver-
tices in that region, and interpolation is applied to smooth 
the jitter effect at the boundary of two regions. 

These control points consist of feature points, “fixed 
points” and “hypothetical points”. As mentioned in sub-
section 3.1, feature points are the positions where markers 
are placed. “Fixed points” are the points where the posi-
tion is always stationary no matter what the facial motion, 
such as the points near ears and points near the bottom of 
the neck etc. “Hypothetical points” are the points which 
are hard to capture well by view point of the video; for 
example the points of jaw near the ear, etc. We use a hy-
pothesis to derive the hypothetical points according to 
related feature points. Eyelids and some of the points on 
the jaw are hypothetical points. The blink of eyelid is ap-
proximately once per 2.5 seconds as a random process. 
During blinking, the vertices on the eyelid move down-
ward along the model of the eyeballs. The action of the 
jaw is given as the following pseudo code: 

 
If (current jaw tip higher than the position in neutral face) 

{ 
Teeth should be clamp together. 
Vertices of jaw, except the neighbor area near the jaw 
tip, are at neutral position. 

} else if (current jaw tip is lower than the one in neutral 
face) 
{ 

Jaw, which is now a rigid object, rotates and stretches 
around the hypothesis axis near the ears. 

} 
 
After determining the displacement of all control points, 

a face can be deformed by the radial basis scatter data in-
terpolation function mentioned in subsection 5.1. Once we 
repeat the above similar process frame by frame, we can 
generate realistic facial animation according to estimated 
3D facial motion data. 

 
6. Experiment 

 
The collection of dataset for facial and lip motions ac-

cording to articulation is still under way. Three languages, 
English, French, and Mandarin Chinese, are adopted to be 
included in our dataset. At this moment, data of 6 French 
subjects (3 males, 3 females), and 2 Taiwanese subjects (2 
males) have been recorded. For records of French, the 
videotaping is focused on the mouth. Each French subject 
performed 20 French visemes, 14 consonant-vowel articu-
lations, 10 vowel-vowel articulations, and read a para-
graph about 2 minutes long. The speech group of Loria, 
France suggests the decision of visemes and articulations. 
For Taiwanese subjects, all markers described in subsec-
tion 3.1 are applied. They did 14 MPEG4 visemes [30], 40 
consonant-vowel articulations, and 10 vowel-vowel ar-
ticulations. 

In addition, we also developed an experiment to acquire 
the accuracy of the proposed 3D estimation approach. A 
plastic dummy head was attached with markers mentioned 
in section 3.1, and the diameter of a marker is about 3 mm. 
A 3D laser scanner is applied to measure the position of 
each marker; then, the 3D positions were also estimated by 
the proposed method. Since the measurement error bound 
of a 3D scanner is less than 0.1 mm, we assumed that the 

 
Figure 9. Subtle facial expression of the synthetic face twisting his mouth. 



 

 

data acquired by the 3D scanner are exact. Comparing 
with the 3D scanned data, the root mean square error of 
positions estimated by the proposed method is 1.95 mm, 
and the maximal error of 2.94 mm occurs at a marker po-
sition beneath the lower lip. 

 
7. Result and conclusion 

 
In this paper, we have presented a realistic facial ani-

mation system and proposed a procedure to estimate 3D 
facial motion trajectory from front view and mir-
ror-reflected video clips. We have discussed the benefits of 
the proposed procedure to estimate 3D position and mo-
tion, and compared the approach with general-purpose 3D 
position estimation method via R, t evaluation. Our facial 
animation system can synthesize realistic facial expression 
with a frame rate of more than 30 frames per second on a 
Pentium-4 1.5GHz PC with a Nvidia Geforce 2 GTS Ultra 
OpenGL acceleration card. 

The collection of facial motion dataset is still in pro-
gress. We hope that this data will be published soon 
through the web and applied for further research for the 
analysis and synthesis of the human face. 
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