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Real-time screen sharing provides users with ubiquitous access to remote applications, such as computer
games, movie players, and desktop applications (apps), anywhere and anytime. In this paper, we study the
performance of different screen sharing technologies, which can be classified into native and clientless ones.
The native ones dictate that users install special-purpose software, while the clientless ones directly run in
web browsers. In particular, we conduct extensive experiments in three steps. First, we identify a suite of
the most representative native and clientless screen sharing technologies. Second, we propose a systematic
measurement methodology for comparing screen sharing technologies under diverse and dynamic network
conditions using different performance metrics. Last, we conduct extensive experiments and perform in-depth
analysis to quantify the performance gap between clientless and native screen sharing technologies. We found
that our WebRTC-based implementation achieves the best overall performance. More precisely, it consumes
a maximum of 3 Mbps bandwidth while reaching a high decoding ratio and delivering good video quality.
Moreover, it leads to a steadily high decoding ratio and video quality under dynamic network conditions. By
presenting the very first rigorous comparisons of the native and clientless screen sharing technologies, this
article will stimulate more exciting studies on the emerging clientless screen sharing technologies.
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1 INTRODUCTION

Market research reports show the Internet’s increasing penetration rate, e.g., there were 4.3 billion
worldwide Internet users in March 2019 [27]. Besides, consumer-graded computers come in various
forms, including workstations, desktops, laptops, tablets, smartphones, and smartwatches, which
are connected to the Internet through heterogeneous networks. These computers have diverse
resources in different aspects, such as computing power, storage space, network speed, battery
capacity, and display dimensions. Oftentimes, users may want to access the resources of a remote
server from a local client through the Internet, as illustrated in Fig. 1. Particularly, users can run
their applications on relatively powerful servers, capture the screen and sound, and transfer the
compressed video and audio streams to relatively thin clients. Upon receiving the streams, the
clients decode and render the applications to the users. In addition, the users interact with the
applications through different input devices, such as keyboards, mouses, and inertial sensors. The
inputs are then streamed back to the servers and replayed to the applications. Through remotely
sharing applications from the servers to the clients, users gain access to rich resources via the
Internet. This is referred to as real-time screen sharing, which is also known as remote rendering [36],
remote desktops [41], and screencast [1, 16].

Video and Audio of Applications,
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Fig. 1. An overview of screen sharing technologies.

Screen sharing has been applied to many applications, including teleconferences, distance
education, live audio/video streaming, and cloud gaming. The existing screen sharing technologies
run the applications on desktop computers or cloud servers. For instance, on desktop computers,
remote assistance [25] is offered by Windows OS, and Virtual Network Computing (VNC) [32]
is available across many OSes. Another popular application is cloud gaming, e.g., PS4 Remote
Play [37] and Steam’s In-Home Streaming [39] allow users to play PS4 and PC games, respectively.
More precisely, Google announced their cloud gaming platform called Stadia [14], while GeForce
Now from NVidia allows OSX, Windows, and SHIELD users to play remote games [31]. In addition
to the tremendous interest from the industry, there are also cloud gaming platforms, which have
been developed in academia [5, 18, 42].

The quality of screen sharing may be quantified in several performance metrics, as users of
different applications have diverse quality requirements. For example, users who use video players
through screen sharing demand good video quality, but pay less attention to latency. In contrast,
cloud gaming users have higher and more diverse (depending on the game genres) requirements
regarding latency [6, 8], because users of fast-paced games (such as First Person Shooter, or FPS
games) focus more on the quality of hand-eye coordination [7]. Therefore, depending on the target
applications, we have to carefully choose the most suitable screen sharing technologies for a sweet
spot in the tradeoff of user experience and resource consumption [36].

In this article, we carry out the very first measurement study on the performance comparisons of
native and clientless screen sharing technologies. We achieve this in three steps. First, we survey
representative screen sharing technologies, which can be roughly classified into two groups: (i)
native and (ii) clientless. The native technologies require users to install dedicated software on
the clients; representative examples include Remote Desktop Protocol (RDP) [24], VNC [32], and
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GamingAnywhere (GA) [18]. The clientless technologies utilize web browsers in order to avoid
software installation and achieve better portability; representative examples include FFmpeg [10],
noVNC [24], and WebRTC [40]. Second, we design and build a measurement testbed to conduct
real experiments for fair performance comparisons. The testbed consists of carefully designed tools
for measuring key performance metrics, such as bandwidth consumption, latency, decoding ratio,
and video quality [20, 30, 33]. Furthermore, our testbed allows users to adjust several key network
parameters, including network bandwidth, delay, and packet loss rate. Third, we systematically
conduct extensive experiments using our testbed to compare the performance of different screen
sharing technologies. To the best of our knowledge: (i) the detailed performance measurements of
clientless screen sharing technologies and (ii) the comparisons of clientless and native technologies
have not been done in the literature.
Our measurement results reveal that:

e VNC, noVNC, and RDP are vulnerable to imperfect network conditions and result in longer
latency, degraded video quality, and lower decoding ratios.

o GA suffers from lower video quality and decoding ratios when the packet loss rate is nontrivial.

e WebRTC is the most robust technology under bad network conditions, which can be attributed
to its built-in error resilience mechanisms. Under the most challenging network conditions,
WebRTC outperforms all other considered technologies: it achieves a lower bandwidth
consumption (< 3 Mbps), higher video quality (> 27 dB in Peak Signal-to-Noise Ratio, or
PSNR), and a higher decoding ratio (> 86%). Similar merits are also observed in the dynamic
network conditions.

In summary, we found that WebRTC works as well as, if not better than, other screen sharing
technologies, including the native technologies, most of the time. Hence we recommend the clientless
WebRTC [40] for the majority of applications and usage scenarios. The only exceptions are when: (i)
the network bandwidth is abundant, or (ii) extremely low latency is required. For the former case,
existing WebRTC implementations in Chrome and Firefox are not aggressive enough in consuming
more network bandwidth for even higher video quality, which may be addressed by augmenting
their rate control algorithms. For the latter case, the additional latency due to web browsers was
still too high at the time of writing. Thus, we recommend GA [18], which is a native screen sharing
technology tailored for cloud gaming and other highly interactive applications,when extremely low
latency is a must.

The rest of this article is organized as follows. In Section 2, we survey the literature. We discuss
the architecture of screen sharing technologies in Section 3. Section 4 details the representative
screen sharing technologies, which span over both native and clientless technologies. Section 5
presents our proposed measurement methodology, and Section 6 analyzes the measurement results.
We conclude the article in Section 7. Appendix A provides some detailed analysis results that cannot
be included in Section 6 due to space limitations.

2 RELATED WORK

Clientless Screen Sharing Technologies. Web browsers have been used as screen sharing clients
in the literature. For example, Ganiji et al. [11] investigate the possibility of using HTML5 virtual-
ization to support screen sharing on resource-constrained mobile devices. They build a testbed that
converts RDP content into HTML5 canvas, which is then streamed to mobile devices. The testbed
runs several applications, including MS Word, Internet Explorer, and DICOM Viewer. Besides,
multiple performance metrics, such as bandwidth consumption, CPU usage, and video quality, are
considered. Mufali et al. [29] study how to allow disabled users to remotely access their specialized
software tools installed and configured on cloud servers using public personal computers. This
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is an important problem, because installing and configuring such specialized software tools is
time-consuming, tedious, and error-prone. They propose to employ the opensource noVNC [23]
to allow disabled people to access their cloud servers via HTML5 in web browsers. Ueberheide
et al. [38] present a real-time streaming framework for free-viewpoint rendering, which relies on
open standards and software. To enable interactions via web browsers, user inputs are captured
with JavaScript and sent via WebSockets. The rendered video is streamed with HTML5 video tag
over HTML/TCP using FFmpeg [10]. Mochida et al. [28] propose a web-based remote collabora-
tion system, which consists of three entities: a relay server, an overlay manager, and a timecode
server. The real-time interactions are sent through the relay server using UDP packets for short
latency. The overlay manager links the web browser with applications. The timecode server embeds
timecodes in video packets, which allow web browsers to synchronize remote widget movements.
Their system enables users to share texts, images, and screens. Users can remotely move mouse
cursors, draw annotations on images, and control shared screens. Similar to the abovementioned
papers [11, 28, 29, 38], we also design, implement, and evaluate several clientless screen sharing tech-
nologies based on opensource projects, such as WebRTC [40] and FFmpeg [10]. Differing from the above
works, we quantitatively measure and compare the performance of multiple clientless screen sharing
technologies under the same controlled network conditions.

Performance Measurement of Screen Sharing Technologies. The performance of some
screen sharing technologies has been measured in the literature. For instance, Ammar et al. [2]
employ Google Chrome’s built-in tool to measure the performance of a video communication
application built on WebRTC. They found that the built-in tool helps diagnose the inferior video
quality (mainly due to video freezes). Although their work demonstrates the potential of the built-in
tool, this tool is not applicable to native screen sharing technologies. Similarly, Garcia et al. [12]
adopt the opensource Kurento [22], which is a high-level testing framework which measures the
performance of WebRTC applications. Some measurement techniques of Kurento can be improved,
e.g., Kurento embeds a new timecode every five seconds, while our testbed does that for every
single frame to obtain finer-grained latency measurements. These two studies [2, 12] only consider a
single screen sharing technology: WebRTC. The performance comparisons among different native
screen sharing technologies have also been considered in the literature. For example, Lin et al. [21]
evaluate bandwidth consumption and power consumption of the native RDP [24], VNC [32], and
GA [18] over Wi-Fi and LTE networks. Their observations show that RDP and VNC consume fewer
resources in more static scenes; GA trades higher bandwidth consumption for shorter latency.
This is expected, as GA is designed for cloud gaming. Compared with their work, our current article
considers more performance metrics and more screen sharing technologies. Last, our earlier work [17]
compares the AirPlay, Chromecast, GA, Miracast, MirrorOp and Splashtop on different OSes under
diverse network conditions. While a rich set of performance metrics is considered, the screen
sharing technologies therein are native and mostly proprietary (except GA). In contrast, the current
article compares the performance of representative native and clientless screen sharing technologies,
which has never been done before.

3 ARCHITECTURE

Fig. 2 shows the common architecture of screen sharing technologies. Each server and client contains
three components: a capturer/renderer, a compressor/decompressor, and a sender/receiver. The server
first captures the screen and sound, the video/audio is compressed into bitstreams, which are then
packetized and sent to the client. The client receives and reassembles the video/audio packets into
compressed bitstreams, which are then decompressed into raw video/audio for rendering to the
users. The key factors affecting the performance of screen sharing technologies are the designs of
the compression (compressor/decompressor) and transmission (sender/receiver) components. Each
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Fig. 2. Common architecture of screen sharing technologies.
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Fig. 3. The timelines and classifications of the representative screen sharing technologies.

screen sharing technology employs its own compression codec and network protocol to meet the
design objectives of its target applications. Certain tradeoffs must be considered in the design phase,
e.g., different video codecs achieve diverse tradeoffs between video quality and encoding speed.
VNC client, for example, supports multiple codecs for users to opt for higher video quality or faster
encoding speed. WebRTC clients and servers exchange a list of supported codecs using Session
Description Protocol (SDP) at the initialization time. Its network protocols add temporal meta-data,
such as timestamps and sequence numbers, to the packets to handle out-of-order delivery. Screen
sharing technologies may measure live network conditions, such as network bandwidth, round-
trip time, and packet loss rate, to better adapt to network dynamics. That is, under bad network
conditions, the receiver notifies the sender to send lower-quality video, in order to avoid late and
lost packets for smooth playout. For example, a VNC client periodically sends update requests
for the next few frames. Therefore, the client can adjust the frequency of such requests based on
the current network conditions. WebRTC also measures the network conditions and dynamically
turns on/off Forward Error Correction (FEC) for better error resilience. Last, some screen sharing
technologies send user inputs in reverse channels. The keystrokes, mouse movements, mouse clicks,
inertial and other sensor readings are captured by input handler and sent to the input replayer at
the server. The server replays these inputs to applications. The inputs typically have fairly low
bitrates but need to be reliably delivered. Hence, inputs are mostly sent over TCP protocol, which
may be different from video/audio packets.

4 SCREEN SHARING TECHNOLOGIES: OVERVIEW AND IMPLEMENTATIONS

In this section, we present an overview of the representative screen sharing technologies. We also
introduce how they are implemented and configured on our testbed. Fig. 3 summarizes the timelines
of these screen sharing technologies. It also classifies the technologies into two dimensions: (i)
native versus clientless and (ii) primitive drawing versus video codec.

ACM Transactions on Multimedia Computing, Communications and Applications, Vol. 1, No. 1, Article 1. Publication date:
January 2020.



1:6 Huang, C. et al.

4.1 Native Screen Sharing Technologies

We first present three representative native technologies.

Remote Desktop Protocol (RDP) is a proprietary screen sharing protocol developed by Mi-
crosoft, which is used by several Windows tools, such as Remote Desktop Operation and Microsoft
Windows Remote Assistance (MSRA). The captured screens are compressed using both intra- and
inter-frame video coding before being transmitted. Our experiments employ MSRA [25] as the RDP
implementation. Both the server and client run on Windows 10. We set up screen sharing sessions
as follows. We first share a directory between the server and client. The server then launches MSRA,
and saves an invitation file in the shared directory. After that, the server screen shows a password
for the client to enter. The user at the client clicks the saved invitation file in the shared directory
and enters the password to create a screen sharing session.

Virtual Network Computing (VNC) is a platform-independent screen sharing technology
developed by Olivetti & Oracle Research Lab (ORL). VNC uses the Remote Frame-Buffer (RFB)
protocol [32] to remotely access and control the screens of servers. Because the RFB protocol works
at the framebuffer level, it is applicable to all Graphical User Interfaces (GUIs), including X11,
Windows, and OSX. An RFB server runs a daemon process that maintains the framebuffer states.
The RFB protocol defines a very primitive operation of drawing rectangles, which gives the VNC
server flexibility to adaptively determine the granularity of the streamed screens under diverse
network conditions and server/client computing power. VNC users may terminate VNC sessions
at any time, and reconnect to the servers later so as to resume the sessions. Moreover, multiple
VNC clients are allowed to connect to a VNC server at the same time. There are multiple VNC
implementations, and we use tightVNC [13] in our experiments. tightVNC is free and provides
several codec options, including a tight codec that is tailored for low network bandwidth. In the
experiments, both the server and client run on Windows 10. First, the sever launches the tight VNC
server and sets up the configuration such as the port number and the password. We choose tight
codec with a compression quality and efficiency level of 6, and a screen polling cycle of 30 ms. The
client launches tightVNC client with the IP address, port number, and password of the server. The
screen sharing session is then created.

GamingAnywhere (GA) is a cloud gaming platform with high extensibility, portability, recon-
figurability, and openness. It supports several video/audio codecs from the libavcodec library [18].
GA is designed to be modularized because the screen capturing and rendering APIs are platform-
dependent, and the codecs and network protocols are platform-independent. GA supports Windows
and Linux, and can be ported to other OSes like OSX and Android. GA users can change the
configurable parameters, such as codecs and protocols, via configuration files. Each GA session
consists of two network flows: data and control. The video/audio packets are sent via data flows
using RTSP or RTP. The user inputs are sent via control flows. In our experiments, we use x264 as
the codec, RTP as the data flow protocol, and TCP as the control flow protocol. The server runs the
periodic mode, where the entire screens are streamed to the client. We run GA on Windows 10
using MinGW [26].

4.2 Clientless Screen Sharing Technologies

We next present three representative clientless technologies.

noVNC is an HTML5-based VNC client library and application [23], which allows a client to
connect to a VNC server. The noVNC client is implemented with HTML5 WebSockets, canvas, and
JavaScript, while the noVNC server is almost the same as a regular VNC server. However, regular
VNC servers do not support WebSockets, and thus a noVNC server has to proxy the TCP sockets
and WebSockets. Each client creates an RFB object at the server, and the RFB object is assigned to

ACM Transactions on Multimedia Computing, Communications and Applications, Vol. 1, No. 1, Article 1. Publication date:
January 2020.



Performance Comparisons of Native and Clientless Screen Sharing Technologies 1:7

Server Traffic Controller Client
Screen Sharing Screen Sharing
1 1 tepd
[ Server cpdump T c cpdump Client

Fig. 4. The overview of our measurement testbed.

an HTML5 element, which is attached to a new canvas. Next, the screens are rendered at the client
via commands of drawing pixels, while the actual drawing commands are determined by the chosen
codec and network conditions. Because VNC is a pull-based protocol, a client may adjust the update
request frequency to better match the current network condition. We run the server and client on
Windows 10. For the server, we use the tightVNC server described earlier. The noVNC server also
runs on the same machine serving as a proxy between TCP sockets and WebSockets. We employ
Chrome to run our client, which supports HTML5 WebSockets and canvas in our experiments.

WebRTC is an open framework developed by Google [40], which aims for real-time communi-
cations among web browsers without plug-ins. It is supported on multiple web browsers: including
Chrome, Opera, and Firefox. WebRTC supports high-quality video/audio communications over
peer-to-peer networks. WebRTC APIs are implemented in JavaScript, which enables screen cap-
turing, compression, and streaming for web browser applications. The APIs use SDP for session
negotiation, but leave the implementation details to application developers for their usage scenarios.
Moreover, WebRTC also integrates protocols, such as ICE, STU, and TURN to address the NAT
and firewall traversal problems. In our experiments, we build a WebRTC application, where both
the server and client run in web browsers. We test the WebRTC application with two browsers:
Chrome (version 76) and Firefox (version 70), and denote them as WebRTC-C and WebRTC-F
in tables and figures. Both Chrome and Firefox are 64-bit binaries running on Windows 10. We
use VP8 as the video codec, and RTP/UDP as the network protocol. We note that the WebRTC
implementations in Chrome and Firefox are different. First, Chrome retransmits lost packets using
a channel specified by a different RTP Synchronization Source Identifier (SSRC), whereas Firefox
retransmits lost packets using the existing channel. Second, Chrome supports FEC for better error
resilience, while Firefox does not. More discussions on these subtle differences are presented in our
experiment analysis.

FFmpeg can be leveraged to build a clientless screen sharing technology as follows. First, we
set up a PHP server. The client opens a browser which supports HTML5 and connects to the server
URL. Once the connection is up, FFmpeg APIs are used to capture server screens as a video stream
and then stream it to the HTML5 video tag. In our experiments, FFmpeg APIs capture the screens
into YUV420p videos, which are compressed with 1ibx264 codecs at 30 fps. The resulting bitstreams
are embedded into mp4 container files.

5 MEASUREMENT METHODOLOGY

In this section, we detail our experiment designs encompassing the testbed, environment setup,
and interpretation procedure.

5.1 Testbed

We set up a testbed for our measurement study, as illustrated in Fig. 4. The testbed consists of
three workstations: the server and client for running the screen sharing technologies, and the traffic
controller for emulating the diverse and dynamic network conditions. The server and client are put
on two different LANs connected by the traffic controller, which runs the tc utility to dynamically
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A. Capture the server screen B. Capture the client screen

by screen recorder at 60 fps Server Client by screen recorder at 60 fps
Output: Video A Output: Video B
compute video quality by
Serverfy | Client @) comparing with Video A

iPhone 6s

C. Record both the server and client screens
by iPhone 6s at 240 fps

Output: Video C
Compute end-to-end latency and frame
decoding ratio between server and client

Fig. 5. Video-related performance metrics require us to capture several videos using both HDMI video
capturing boxes (videos A and B), and a high-speed camera (video C).

Table 1. Representative Network Conditions Table 2. Considered Video Content

Network Condition | Network Bandwidth | Delay | Packet Loss Rate Application | Video Content
Ideal Unlimited Oms | 0% G1 First-Person Shooter
Lossy Unlimited 0 ms 2% Game G2 Car Racing
High Delay Unlimited 200 ms | 0% G3 Real-Time Strategy
Low Bandwidth 4 Mbps 0 ms 0% M1 Movie (Slow)
Chall 4 Mbps 200 ms | 2% . n
Movie M2 Movie (Fast)
M3 Talk Show
Al Google Map Street View
Desktop Apps | A2 PowerPoint and Spread-sheet Editing
A3 | Web Browsing (Wikipedia and Amazon)

configure the Linux kernel packet scheduler, so as to throttle the network bandwidth, increase
the round-trip delay, and inject packet losses. We run tcpdump on the server and client to capture
packets. By comparing the captured packets at the server and client, we compute the bandwidth
consumption among other network related metrics. For video-related metrics, we capture the videos
from the testbed as illustrated in Fig. 5. More specifically, we use HDMI video capturing boxes to
capture the server and client screens as a YUV420p video with a resolution of 1280x720 at 60 fps.
The videos are then compared to calculate the video quality. We also use an iPhone 6s to shoot a
video containing both the server and client screens at 240 fps. Through embedding frame numbers
in the shared screens, we analyze the captured video to match the client frames to individual server
frames. The analysis results lead to latency, frame decoding ratio, and other video-related metrics.

5.2 Setup and Procedure
We configure tc to emulate various network conditions. In particular, we chose the network
parameters as below following the literature [15, 17]".

e Network bandwidth: In addition to unlimited bandwidth, we also throttle the network

bandwidth at 6 Mbps and 4 Mbps.

e Delay: We add a delay of 0 ms, 100 ms, and 200 ms from the server to client.

e Packet loss rate: We inject packet loss rate of 0%, 1%, 2%, and 5%.
The total number of emulated network conditions is therefore: 3 X 3 x 4 = 36. Although we conduct
a measurement study on all 36 conditions, we zoom into five more representative conditions when

10ur pilot tests indicate that expanding the ranges of our selected network parameters does not lead to significantly different
observations.
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Fig. 6. Sample frames from the three considered applications: (a) game, (b) movie, and (c) desktop apps.

comparing the performance of different screen sharing technologies, as summarized in Table 1.
The chosen conditions include: (1) ideal network, which has no limitation on the network, (2) lossy
network, which injects some packet loss, (3) high delay network, which sets the delay at 200 ms, (4)
low bandwidth network, which considers the network bandwidth at 4 Mbps, and (5) challenging
network, which sets the bandwidth at 4 Mbps, the delay at 200 ms, and the packet loss rate at 2%.

We consider three representative applications: game, movie, and desktop apps, which are remotely
accessed through the considered screen sharing technologies. For fair comparisons, we record
three sample YUV420p videos for each application in 1280x720 at 30 fps at the server. Figure 6
shows sample frames from the considered applications. Table 2 summarizes the considered nine
videos. Each video lasts for one minute. We concatenate all nine videos into a single test video to
simplify the experiment procedure, and insert 3 seconds of white frames between any two videos.
The resulting test video lasts for 566 seconds (or 16,991 video frames).

The test video is played once the client connects to the server. For every screen sharing technol-
ogy, we play the test video under 36 different network conditions. The experiment procedure is
summarized in the following:

(1) Launch tcpdump to record the network packets.

(2) Establish a session of a screen sharing technology.

(3) Start recording the screens into videos.

(4) Play the test video at the server.

(5) Stop collecting network packets and recording screens after the test video is finished.
(6) Change the network conditions and the screen sharing technology, and go back to (1).

We consider the following performance metrics.

e Bandwidth consumption: After each experiment, we analyze the pcap file saved by tcp-
dump and compute the bandwidth consumption.

e Latency: We embed the frame numbers in individual video frames (more details below)’.
Since the frame rate is fixed, the latency between a frame sent by the server and rendered by
the client is computed by analyzing the recorded screens of both the server and client.

e Decoding ratio: Some frames might be dropped due to network congestion or system failures.
The decoding ratio is defined as the percentage of successfully decoded frames at the client.
Frames that are significantly corrupted so that their frame numbers cannot be identified at
the client are not counted toward the decoding ratio.

¢ Video quality: We consider two video quality metrics: PSNR and SSIM (Structural Similarity
Index) [4]. PSNR is the ratio between the maximum power of a signal and the power of the

2 Another possible way to measure the latency is to insert the timestamps or frame numbers into the video packets at
the server and collect the receiving timestamps or frame numbers at the client. However, doing so might suffer from less
accurate latency measurements because the clocks at the server and client may not be perfectly synchronized (say, at
millisecond level).
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Fig. 7. Sample problematic QR codes because of: (a) half-refreshed frame from VNC and (b) distorted frame
from GA.
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Fig.8. Sample colorcodes proposed by us: (a) a frame with its embedded frame number, (b) localized colorcodes,
and (c) localized colorcodes in a distorted frame.

corrupting noise, which is defined as a function of Mean Squared Error (MSE) in the decibel
(dB) scale. In particular, the luminance value of the pixel pair from the two corresponding
frames from the client and the server are compared to calculate the PSNR value. The SSIM is
designed as a more comprehensive objective quality metric than PSNR. SSIM approximates
the Human Vision System (HVS) and considers not only pixel values but also the contrast
and structure. SSIM value varies between 0 and 1. Higher PSNR and SSIM values generally
mean lower distortion and higher video quality.

5.3 Embedded Frame Numbers

We embed frame numbers into the video before streaming it, in order to match the frames captured
at the client to the frames captured at the server. We first consider the existing solutions: data
matrix [19] and QR (Quick Response) code [9]. Decoding frame numbers from frames is generally
done in two steps: (i) localizing the embedded patterns and (ii) converting the patterns into the
frame numbers. We conduct some pilot tests to study the efficiency and robustness of the data
matrix and QR code. We make two key observations. First, locating and decoding data matrices
is computationally intensive: it takes several seconds to locate and decode each code in a high-
resolution image. Hence, we do not consider the data matrix in the rest of this article. Second,
we notice that QR codes have a complex structure and may be sensitive to distortion caused by
network congestion. Fig. 7 shows two sample frames with problematic QR codes. Fig. 7a shows
a half-refreshed frame. Since the top and bottom halves of the QR code come from two different
frames, the decoded frame number would be wrong. Fig. 7b shows a distorted frame due to a couple
of lost packets. In this case, the QR code is undecodable. Fig. 7 demonstrates the limitations of using
QR codes to embed frame numbers, and thus we propose our own colorcode in the following.

Our proposed colorcode borrows the localization approach of the QR code, but introduces high
redundancy by only encoding very few information bits. More specifically, each pattern is filled
with a single 8-bit color, where each RGB component encodes two possible values: minimum (0) or
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Fig. 9. Performance comparisons: (a) colorcodes in a distorted frame can still be decoded and (b) our proposed
colorcodes are more robust than the QR code.

Decimal form of Checksum computed from
decoded number octal number

(b)

Fig. 10. Sample outputs of our colorcode decoder: (a) successfully obtained frame number and (b) checksum
error found in a frame.

maximum (255). Therefore, each colorcode can be one of the 2* = 8 possible values. Considering
the length of our test video, we decide to employ five colorcodes to represent the frame numbers.
To further increase the robustness, we add a sixth colorcode to encode the checksum. Fig. 8a shows
a sample video frame with the octal frame number represented by six colorcodes. We note that
about 26% of the frame is occupied by colorcodes.

To decode the colorcodes in captured screens, we first employ quirc [3] to localize the codes.
Fig. 8b and Fig. 8c show sample localized colorcodes without and with distortion caused by packet
loss. We define a Region-of-Interest (Rol) around the center of each colorcode, and convert the
most occurring color in the Rol into an octal digit. We also validate the checksum for better
robustness. Next, we compare the successful decoding rate of our colorcode against the QR code. For
fair comparisons, we increase the QR code size, so that it also occupies about 26% of each frame.
We consider two network conditions: (i) ideal, where tc is disabled and (ii) challenging network,
where tcis configured for a network bandwidth of 4 Mbps, a delay of 200 ms, and a packet loss rate
of 2%. Fig. 9a shows that our colorcode still works with GA under some distortion due to packet
loss. Fig. 9b reports the overall results, which reveals that our colorcode achieves higher successful
decoding rates than the QR code. For example, for GA in the challenging network, switching from
the QR code to our colorcode increases the success rate by 22.4%. Last, we present two sample
outputs of the colorcode decoder in Fig. 10, including a successfully decoded frame and a frame
with a checksum error.

6 COMPARATIVE ANALYSIS

In this section, we analyze the measurement results. Table 3 summarizes the considered screen
sharing technologies. We report the average results with error bars indicating the standard deviation
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Table 3. Considered Screen Sharing Technologies

Technology RDP VNC GA FFmpeg noVNC WebRTC-C&F

Type Native Native Native Clientless Clientless Clientless
Components

Capturer OS-Specific | OS-Specific | OS-Specific | FFmpeg APIs OS-Specific WebRTC APIs

Codec RDP tight H.264 H.264 tight VP8

Transmission | RDP/TCP VNC/TCP RTP/UDP HTTP/TCP VNC/TCP RTP/UDP

Renderer RDP VNC GA HTMLS5 Video Tag | HTML5 Canvas | HTML5 Video Tag
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Fig. 11. Performance comparisons under the ideal network condition: (a) bandwidth consumption, (b) latency,
(c) decoding rate, and (d) video quality in PSNR.

whenever possible. We note that due to space limitations, some detailed analysis results are given
in Appendix A.

6.1 Performance Comparisons Under The Ideal Network Condition

We first report the results under the ideal network condition (see Table 1) in Fig. 11. We make a few
observations. First, Fig. 11a shows that VNC and noVNC incur high bandwidth consumption: 40.6
and 37.9 Mbps, respectively. These are more than 2.5 times the bandwidth consumption of RDP at
14.8 Mbps. All other considered screen sharing technologies only consume about 3 Mbps network
bandwidth. A closer look indicates that the difference can be attributed to the codecs adopted
by different screen sharing technologies. In particular, VNC and noVNC use the tight encoding
algorithm, and RDP employs proprietary compression algorithms. All these three algorithms draw
screens with some graphics primitives, such as rectangles with given width and height. In contrast,
other screen sharing technologies employ the commodity video codecs. For example, FFmpeg and
GA use H.264, and WebRTC-C and WebRTC-F use VP8 as the default codecs. Because video codecs
are highly optimized, nontrivial difference on bandwidth consumption is observed.
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Fig. 12. Performance comparisons under different network bandwidth with no extra delay and packet loss
rate: (a) bandwidth consumption, (b) latency, (c) decoding ratio, and (d) video quality in PSNR.

Next, Fig. 11b reveals that VNC and GA achieve very low latency: 7 ms and 18 ms, respectively.
RDP and noVNC have slightly longer latency at 51 ms and 54 ms. These are trailed by WebRTC-C
and WebRTC-F at 129 ms and 118 ms. FFmpeg suffers from an extremely long latency of nearly
3.5 seconds. Such a long latency may be due to its design: it adopts the FFmpeg APIs to capture
the screens and an HTTP server to stream the captured screens. The HTTP server, unfortunately,
incurs too much extra buffering delay, which results in long latency. Fig. 11c gives the decoding
ratio. Among all screen sharing technologies, VNC achieves the highest decoding ratio at 96.2%.
This is followed by GA at 94.4%. WebRTC-C and FFmpeg have decoding ratios of 93.5% and 92.4%,
respectively. WebRTC-F and noVNC achieve around 80%. The worst one is the outdated RDP at
66.6%. Last, Fig. 11d shows that the screen sharing technologies achieve very similar video quality.
Particularly, WebRTC-C, WebRTC-F and FFmpeg achieve the highest PSNR values at about 27 dB.
RDP and GA achieve PSNR values at about 26 dB, while VNC and noVNC achieve PSNR values
that are slightly lower than 26 dB. We note that the results from SSIM show similar trends, and
thus are not plotted due to space limitations’.

In summary, under the ideal network condition, VNC achieves the best overall performance.
It achieves a low latency at 7.3 ms, a high decoding ratio at 96.2%, and fairly good video quality.
However, we notice that VNC incurs a high bandwidth consumption of about 40 Mbps, which may
be unrealistic in real-life scenarios. Hence, we discuss the performance of different screen sharing
technologies under different network bandwidths in the next section. Last, because FFmpeg incurs
an extremely long latency, we no longer consider it in the rest of this article.

3We only report sample PSNR results in the rest of this article, because the same trend is observed under other network
conditions.
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Fig. 14. The per-second performance results from GA: (a) no bandwidth limitation and (b) 4 Mbps bandwidth
limitation. Dashed lines represent mean values.

6.2 Performance Implications of Bandwidth Limitations

We next analyze the implications of lower network bandwidth on the performance of different
screen sharing technologies. Fig. 12 plots the results. First, Fig. 12a shows that the bandwidth
consumption of noVNC, VNC, and RDP is indeed throttled at 4 (or 6) Mbps, which is quite different
from those in Fig. 11a. Hence, they are expected to suffer from performance degradation under
bandwidth limitations. Indeed, we observe their performance degradation in Fig. 12b, Fig. 12c,
and Fig. 12d. Based on their performance, we can classify the screen sharing technologies into
three groups: (1) WebRTC, (2) noVNC, VNC and RDP and (3) GA. For WebRTC, the bandwidth
limitation has little, if any, influence on other performance metrics. As for noVNC, VNC and RDP,
the deficiency of network bandwidth induces dramatic decreases on the decoding ratio. We also
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Fig. 15. Performance comparisons under different delays with no bandwidth limitation and packet loss rate:
(a) bandwidth consumption, (b) latency, (c) decoding ratio, and (d) video quality in PSNR.

normalize the measurement results to those from the ideal network condition (unlimited network
bandwidth), and plot the normalized results in Fig. 13. The figure further confirms the above
observations.

Fig. 14 compares the performance results of GA under unlimited bandwidth and 4 Mbps, where
the dashed lines indicate the mean values. Fig. 14a shows that GA may occasionally consume more
bandwidth than 4 (or 6) Mbps, although its codec is configured for an average rate of 3 Mbps. This
is because Average BitRate (ABR) instead of Constant BitRate (CBR) is employed by the default
video codec library of GA. Fig. 14b gives the performance results of GA under 4 Mbps bandwidth
limitation. In terms of bandwidth consumption, the curve is flat within applications 1, 2, and 9,
which shows that GA needs more network bandwidth (than 4 Mbps) for some applications. For
these applications, the corresponding latency increases significantly. In terms of video quality, it is
observed that during applications 1 and 2, GA suffers from some degradation. This can be attributed
to insufficient network bandwidth, which causes the frames to be delayed or distorted.

In summary, we observe that when the network bandwidth is reduced, the performance of VNC
suffers, especially on the decoding ratio. GA performs better, as it achieves 18 ms latency, consumes
less than 3 Mbps network bandwidth, and has a decoding ratio of 94.4%. Another good choice
is WebRTC-C, which achieves a high decoding ratio of 93.5%, a high PSNR of 27.2 dB, and only
consumes a low bandwidth of 2 Mbps.

Table 4. Measured TCP Throughput (Mbps) Under Different Network Conditions with iperf3

Unlimited | 0% 1% 2% 6 Mbps ‘ 0% 1% 2% 4 Mbps ‘ 0% 1% 2%
Oms | 930 290 93 Oms | 58 5.79 5.61 Oms | 3.87 3.86 3.84

100 ms | 15.5 2.94 2.06 100 ms | 5.78 2.47 1.85 100 ms | 3.86 2.79 1.71
200ms | 7.77 174 1.01 200ms | 5.55 1.58 1.03 200ms | 3.84 1.6 0.93

ACM Transactions on Multimedia Computing, Communications and Applications, Vol. 1, No. 1, Article 1. Publication date:
January 2020.



1:16 Huang, C. et al.

1000
60
@
a
S
g 750
c
2 =
540
£ £
2 g s00
<] 5]
2 8
< 3
B 20
% 250
2
]
o
0
RDP VNC GA noVNC WebRTC-C WebRTC-F noVNC WebRTC-C WebRTC-F
@
o
=
9 o
e L2
2 @
5 a
o <
=3 >
£ =
S ]
§ 8 10
= 8
2
>
0
noVNC WebRTC-C WebRTC-F GA noVNC WebRTC-C WebRTC-F
(© (d)

Fig. 16. Performance comparisons under different packet loss rates with no bandwidth limitation and delay:
(a) bandwidth consumption, (b) latency, (c) decoding ratio, and (d) video quality in PSNR.

6.3 Performance Implications of Delay

Fig. 15 compares the performance under different delays at 0 (ideal network condition), 100, and 200
ms. We observe that with longer delays, VNC and noVNC suffer from larger decoding ratio drops
(Fig. 15¢). Moreover, the measured latency of noVNC is increased from 54 ms to 307 ms and 554 ms
(Fig. 15b), which are significantly higher than the incurred extra delay. In fact, larger performance
drops are seen with the screen sharing technologies that employ TCP transport protocol, which
can be due to the TCP congestion control. This is validated by our iperf3 experiments summarized
in Table 4, which is collected from our testbed. We also observe that the UDP-based WebRTC and
GA are rather resilient to higher delay (Fig. 15b): the only impact is the higher latency that is
proportional to the incurred delay.

6.4 Performance Implications of Packet Loss Rate

Fig. 16 compares the performance at the different packet loss rates of 0%, 1%, 2%, and 5%. Differing
from other screen sharing technologies, when the packet loss rate is increased from 0% to 5%, GA
results in much higher latency (more than 15 times as shown in Fig. 16b) and nontrivial video
quality drops (from 26 to 20 dB as shown in Fig. 16d). This is because GA adopts UDP transport
protocol and does not implement the error resilience mechanism. Besides, Fig. 16¢ shows that, with
most screen sharing technologies, the decoding ratio drops when the packet loss rate is increased.
However, the decoding ratio of WebRTC-C/WebRTC-F is not affected by the packet loss rate. A
closer look indicates that although WebRTC-C/WebRTC-F employ UDP protocol, they also enable
FEC and NACK-based retransmission. Therefore, they are more resilient to packet loss. We study
the WebRTC’s error resilience mechanisms in Section 6.6.
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Fig. 17. Performance comparisons under the challenging network condition: (a) bandwidth consumption, (b)
latency, (c) decoding rate, and (d) video quality in PSNR.
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Fig. 18. WebRTC-C with unlimited bandwidth, latency varying among 0, 100 to 200 ms, and packet loss rate
varying among 0, 1to 2%: (a) mean bandwidth consumption, (b) standard deviation of bandwidth consumption,
(c) mean latency, and (d) standard deviation of latency. The marker size represents the magnitude of the
value. Dashed boxes indicate the network conditions where FEC is enabled.

6.5 Performance Comparisons Under The Challenging Network Condition

Next, we report the results from the challenging network condition (see Table 1) in Fig. 17. We
observe that WebRTC-C retains a high decoding ratio of 86% and good video quality of 27 dB;
while WebRTC-F also performs well. The TCP-based screen sharing technologies, including RDP,
VNC, and noVNC suffer from low decoding ratio due to the TCP congestion control. Last, the less
ideal decoding ratio of GA can be attributed to its lack of error resilience mechanism as discussed
above. In summary, WebRTC outperforms other screen sharing technologies under challenging network
conditions due to the combination of UDP transport protocol and error resilience mechanisms.
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Fig. 19. Performance when packet loss rate is changed once every minute: (a) decoding ratio and (b) video
quality in PSNR. Dashed lines represent mean values within each packet loss rate setting (roughly one minute).

6.6 Error Resilience Mechanism in WebRTC

Our measurement results presented above show that WebRTC (especially WebRTC-C, which runs
in Chrome) is robust against diverse network conditions. For example, WebRTC-C achieves at
least 86% decoding ratio, less than 350 ms latency, and at least 27 dB video quality in PSNR, while
only consuming less than 3 Mbps bandwidth. This is made possible by several error resilience
mechanisms, as we describe below based on analyzing network traffic and tracing their source
code. First, we note that the WebRTC implementation in Firefox and Chrome both realize NACK
to cope with packet loss. However, their actual implementations are slightly different. WebRTC-F
retransmits the lost packets within the original channel along with the regular media stream, while
WebRTC-C employs a different channel for retransmission. Hence, WebRTC-F has to treat the
retransmitted packets as out-of-order packets, since they are streamed along with regular packets.

In addition to NACK, WebRTC-C also enables its Forward Error Correction (FEC) mechanism
once the network delay and packet loss become non-trivial. When the FEC is enabled, the FEC codes
are appended to the payloads of individual packets. More precisely, WebRTC-C switches between
two modes: NACK and NACK/FEC. Fig. 18 reports the performance of WebRTC-C under different
network conditions. From the bandwidth consumption given in Fig. 18a, we reverse engineer the
logic of its mode switching: NACK/FEC is adopted when the packet loss rate exceeds 1% and the
delay exceeds 100 ms. A closer look into the source code confirms the above experiment results: in
fact, the NACK/FEC is enabled once the packet loss rate is nonzero and the delay is longer than
20 ms. We emphasize that the switching logic is only true for WebRTC-C (Chrome); WebRTC-F
(Firefox) only implements NACK for error resilience.

6.7 Implications of Dynamic Network Conditions

Networks are dynamic in various aspects. Due to the space limitations, we focus on the two most
critical aspects: the packet loss rate and link failure events, which may lead to a catastrophic drop in
user experience. We first compare the performance of screen sharing technologies under a changing
packet loss rate as follows. When the experiment starts, we set the traffic controller to incur no
packet loss. We then increase the packet loss rate by 1% every minute until it reaches 5%. One
minute after that, we reset the packet loss rate to 0% again. Each experiment lasts for 9 minutes.
We plot the performance of different screen sharing technologies in Fig. 19. Fig. 19a shows that
only VNC, GA, and noVNC suffer from fluctuating decoding ratios under dynamic packet loss rates.
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Fig. 20. Client throughput over time after a 10-sec link failure (e [10, 20]): (a) RDP, (b) VNC, (c), GA, (d)
noVNC, (e) WebRTC-C, and (f) WebRTC-F.

Nonetheless, after 6 minutes, VNC and GA quickly recover from an inferior (about 25%) decoding
ratio. Fig. 19b reveals that only GA suffers from fluctuating video quality under dynamic packet
loss rates. GA, however, recovers after 6 minutes. In summary, Fig. 19 shows that WebRTC-C and
WebRTC-F perform the best under dynamic packet loss rates, which is followed by RDP.

Next, we study the recovery speed of different screen sharing technologies after link failures.
We start screen sharing sessions and manually introduce link failure between the 10- and 20-th
sec using iptables*. Then, we observe whether the client recovers from the link failure. We plot
the throughput at the client side in Fig. 20. This figure reveals that: (i) the UDP-based GA and
WebRTC-C/WebRTC-F screen sharing technologies recover from the link failure soon after the
20-th sec, and (ii) the TCP-based VNC, RDP, and noVNC never recover from the link failure®. We
like to mention that the throughput of FFmpeg recovers 10-sec after the link recovery (figure
omitted for brevity), although it is based on TCP. This may be attributed to the fact that FFmpeg is
rendered in HTML video tag. However, with FFmpeg, the client suffers from video freezes even
after the throughput is recovered, which indicates that the received data are undecodable.

Overall, the TCP-based screen sharing technologies react more slowly than the UDP-based one
under dynamic network conditions. Among the UDP-based screen sharing technologies, some
mechanisms of monitoring the network conditions are needed to mitigate poor network quality or
even terminate the network connections whenever necessary.

6.8 Summary and Recommendations

Following the measurement results, we classify the screen sharing technologies into three classes:
(1) WebRTC, (2) GA, and (3) VNC, noVNC, and RDP. While both WebRTC and GA use RTP/UDP
protocols, WebRTC is implemented with error resilience mechanisms, and thus is robust against
packet loss and dynamic network conditions. In contrast, GA suffers from degraded decoding ratio
under nontrivial packet loss rates, but achieves lower latency in general. Because WebRTC and GA
both adopt UDP protocol, longer delay and higher packet loss rate do not affect their bandwidth
consumption compared to the TCP protocol. Furthermore, the average bandwidth consumptions

4We chose to use iptables instead of removing the cable for more challenging situations. This is because removing the cable
would lead to link-down events from Ethernet ports.
SWe plot this figure for 60 sec for clarity, although we wait for much longer for the screen sharing technologies to recover.
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Fig. 21. Performance summary for each class of applications under different network conditions. Sample
results from: (a) high delay and (b) challenging network conditions are shown.

of WebRTC and GA are no higher than 4 Mbps. The codecs of VNC, noVNC, and RDP are quite
bandwidth hungry. In the ideal network condition, these screen sharing technologies provide lower
latency than WebRTC. However, network resources for most users are limited. Because these three
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technologies adopt TCP protocol, their performance drops once the delay and packet loss rate
become nontrivial.

Last, we look into the performance of different application classes and give two sample results
in Fig. 21. This figure reveals that the performance of individual screen sharing technologies differ
greatly for diverse applications. For example, GA performs better with games and movies, but
slightly worse with web browsing. Specifically, Fig. 21a shows the sample results under the high
delay network condition. The figure shows that GA has a good balance among video quality,
decoding ratio, and latency. It is therefore good for playing games, watching movies, and working
with most desktop apps. We note that the results from the ideal network are similar, except for
the shorter latency (about 200 ms less compared to the high delay network condition). Fig. 21b
gives the sample results from the challenging network condition. It is clear that GA’s performance
suffers under nontrivial packet loss rate and insufficient network bandwidth, due to its lack of error
resilience mechanism. In contrast, WebRTC performs fairly stably and provides good video quality
and acceptable decoding ratio in the challenging network condition. Based on the aforementioned
observations, we provide the recommended screen sharing technologies for different application
classes in Table 5. In short, if short latency is required and the network condition is not bad, we
recommend that users adopt the (native) GA [18]. Otherwise, we recommend that users adopt the
(clientless) WebRTC [40].

Table 5. Recommended Screen Sharing Technologies for Different Applications and Network Conditions

Network Condition | Game Movie Desktop Apps
Ideal GA GA/WebRTC GA
Lossy WebRTC WebRTC WebRTC
High Delay GA GA/WebRTC GA

Low Bandwidth WebRTC WebRTC WebRTC
Challenging WebRTC WebRTC WebRTC

7 CONCLUSION

From the extensive experiment results, we conclude that WebRTC is a promising screen sharing
technology. Except for a higher latency of about 120 ms, WebRTC outperforms other screen sharing
technologies. It consumes low bandwidth which is no higher than 3 Mbps, yet delivers high
video quality and decoding ratio. WebRTC also has the best ability to adapt to changing network
conditions and recover from link failure. Besides, WebRTC enables clientless screen sharing using
web browsers, which relieve users from installing software. With WebRTC APIs, developers can
focus on the protocol design and codec selection without worrying about the OS- and device-
specific details. Our proposed measurement methodology can be seen as a contribution in its own
right. The captured packets and videos are programmatically analyzed into performance metrics,
including bandwidth consumption, latency, decoding ratio, and video quality. The procedure is
applicable to any screen sharing technologies, including both the native and clientless screen
sharing technologies.

Last, we remark that the gap between the native and clientless screen sharing technologies has
continued to shrink over the past few years as WebRTC APIs are widely implemented in mainstream
web browsers. We believe that the WebRTC has become mature enough to support screen sharing:

(1) in most network conditions except the ideal network condition, in which technologies like
VNC trades high bandwidth consumption for better video quality;

(2) for most applications excluding fast-paced games such as first-person shooter games, in which
extremely low latency is a must for acceptable user experience.
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Several future research directions may address the above two limitations. For example, more
adaptive codecs can be used in WebRTC, in order to capitalize the available bandwidth in the
ideal network condition for better screen sharing performance. Besides, various latency reduction
mechanisms proposed for cloud gaming, such as image-based warping [35] and the zero-buffering
mechanism [18], can be integrated into fast-paced games and WebRTC APIs to achieve extremely
low latency. Furthermore, more comprehensive measurement experiments can be designed to
investigate the intelligent adaptation algorithms. The experiment results may provide more insights
to further optimize the screen sharing technologies for different applications under diverse network
conditions and heterogeneous clients (including desktops and mobile devices). In addition to video,
the performance of audio streaming is also important and worth to be evaluated for some particular
applications, such as games and movies. This is one of our future directions. We firmly believe
that this article will stimulate many exciting works, which in turn make clientless screen sharing
technologies applicable to more interactive applications under more diverse network conditions.
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