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ABSTRACT 
Mobile assessment is commonly adopted to obtain information 
about individuals’ statuses, but is limited by the participants’ re-
ceptivity to assessment prompts. This study explores the feasibility 
of participants in such studies recruiting their peers to help report 
their locations, activities, and emotions. Over a two-week period, 
15 main participants and a total of 82 of their peers collaboratively 
provided mobile assessments. We showed that when the main par-
ticipants were not receptive to assessment prompts, their peers 
provided the requested information in 96% of cases, with 42% of 
the time feeling confdent in their assessments. However, the peers’ 
levels of confdence and agreement with one another both varied 
by assessment-question type. Location information was provided 
the most confdently, but the latter was most likely to agree with 
the participants’ own assessment. We also discuss matrices, includ-
ing of agreement rate and peer numbers, that future peer-assisted 
mobile-assessment research should consider. 
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1 INTRODUCTION 
Mobile assessment (MA) is widely used in the feld of human-
computer interaction to obtain status or context information about 
study participants. While some researchers have leveraged it to 
obtain users’ in-situ experiences and contextual information at 
specifc moments – an approach commonly referred to as the expe-
rience sampling method (ESM) [10, 38] or ecological momentary 
assessment (EMA) [35] – others have used it to label participants’ 
location, activity, or emotional state [6, 7, 32], which is referred to 
as mobile prompted labeling. One prominent use of MA has been 
to inform the building of predictive models [18]. 

To ensure that MA responses are truthful and not subject to se-
rious recall bias/error, however, such approaches generally require 
that their assessment prompts be responded to within a specifed, 
fairly short period, and responses received beyond that time limit 
are deemed invalid [28]. This obviates a problem that is all but 
unavoidable in other retrospective methods such as diary studies 
and interviews [28]. By their nature, however, such time limits rely 
on participants being receptive to prompts more or less at the mo-
ment they receive them [25]. This potentially introduces another 
type of bias into the responses obtained: toward moments of high 
receptivity to being interrupted by mobile prompts [15]. Capturing 
more data from low-receptivity moments by extending the number 
of days of data collection might seem like a straightforward solu-
tion, but it is not ideal, because the sheer number of assessment 
prompts issued to each participant – often up to 12 per day – is 
burdensome [20, 42] and can even result in their compliance with 
prompts decaying gradually over time [34]. This dynamic may neg-
atively impact not only the quantity, but also the truthfulness, of 
their responses [34, 41]. 

https://doi.org/10.1145/3447526.3472021
https://doi.org/10.1145/3447526.3472021
mailto:hankhplee@gmail.com
mailto:permissions@acm.org
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3447526.3472021&domain=pdf&date_stamp=2021-09-27


MobileHCI ’21, September 27-October 1, 2021, Toulouse & Virtual, France Chang et al. 

Researchers have therefore explored several other approaches to 
enhancing MA participants’ response rates, such as visualization-
based feedback [17], gamifcation [43], and changes to data en-
try [39, 47, 48]. Some studies have used mobile-phone sensor data 
to augment user-provided information [4, 42] or to detect oppor-
tune moments for triggering assessment prompts [26, 44]. However, 
none have solved the fundamental receptivity issue noted above: 
that MA data can only be obtained if and when participants are 
available to respond to an assessment questionnaire. Accordingly, 
the current study proceeds from the insight that when a participant 
is unavailable, it might be feasible to allow selected other people 
who know something about the main participant’s situation, here-
after referred to as peers (cf. [3]), to answer certain questions on 
his/her behalf, thus increasing the chances of obtaining assessment 
data when that participant is not receptive. However, this approach 
remains underexplored, and so it is not immediately obvious how 
it might afect the collected data, either in quantity or quality. This 
paper aims to fll these research gaps. 

To that end, we conducted a two-week feld study with 15 main 
participants, who invited a total of 82 of their peers to provide data 
about them when they were not receptive, and then tested how 
well the peers’ assessment data agreed with the main participants’ 
own assessments. The three types of data we requested from both 
these participant groups, commonly sought in MA studies, were the 
main participants’ 1) current locations (e.g., [8]), 2) activity types 
(e.g., [40]), and 3) emotional statuses (e.g., [12]). The feld study per 
se was guided by two research questions: 
RQ1 How many assessment responses could be obtained from 

the main participants’ peers when they themselves were not 
receptive? 

RQ2 How confdent were the peers in their own assessments, 
and how well did their assessments agree with the main 
participants’ own? 

Additionally, with the aim of informing future users of our pro-
posed MA approach about what kind of peers they should encour-
age their participants to recruit, we asked: 
RQ3 What kind of peers, and how many of them, should be invited 

to participate in peer-assisted MA studies? 
Our results showed that 96% of the occasions on which a main 

participant was non-receptive yielded at least one peer-assessment 
response; and in 42% of the MA questionnaires that received at least 
one peer response, at least one such response was given with high 
confdence. Moreover, 70% of the high-confdence responses agreed 
with the main participants’ own responses. We also revealed that 
both the peers’ confdence in their answers, and the agreement rate 
between such answers and those given by the main participants, 
varied according to both question type and the peers’ characteristics. 
In addition, the nature of the peer-participant relationship and 
the frequency of such dyads’ face-to-face meetings afected their 
agreement rate for location. The key contributions of this paper 
are as follows: 

• It demonstrates that inviting peers to help answer MA ques-
tionnaires about the main participants’ locations, activities, 
and emotions could increase the quantity of data obtained 
without diluting its reliability, provided that confdence in-
formation is collected in the peers’ questionnaires. 

• It shows that peers had difering levels of confdence in the 
accuracy of their answers to diferent types of questions, and 
that peer-participant agreement rates also varied by question 
type. 

• It links specifc peer characteristics to higher agreement rates 
for certain types of questions. 

• It shows that the expected quantity of responses provided 
by diferent sizes of peer group also varied by question type. 

These fndings can serve as a useful reference for researchers 
determining peer-recruitment criteria for studies incorporating MA, 
as well as the approximate numbers of peers they ought to involve 
based on their research settings and purposes. 

2 RELATED WORK 

2.1 Mobile Assessment Studies 
As MA becomes increasingly popular in various felds, methods 
for improving its data quality and/or quantity have attracted con-
siderable research interest. As briefy noted above, longer study 
durations are ordinarily seen as allowing researchers to collect 
more data, but they can also lower participants’ compliance [9] and 
willingness to respond [24, 36]. For this reason, Van Berkel et al. [42] 
suggested that a duration of two weeks was more suitable than 
longer periods. Likewise, although the typical aim of MA studies is 
the collection of data on a broad range of activities and situations 
that collectively depict the patterns of individuals’ lives [22, 46], 
answering large numbers of daily questionnaires can impose un-
due burdens on participants [44]. Klasnja et al. [20] suggested that 
prompting participants fve to eight times per day may be optimal. 

Collecting data using diferent sampling strategies may cause 
diferent biases [22]. Researchers have used various scheduling 
mechanisms in MA, including signal-, interval-, and event-triggered 
ones [51], and Van Berkel et al. [45] showed that scheduling types 
afected participants’ response rates and accuracy diferentially. 
Lathia et al. [22] found that a random time-based method would 
create bias toward collecting data from people’s most frequently 
visited contexts, while single sensor-based strategies were depen-
dent on when the target event occurred. To alleviate contextual 
bias, a mixture of time-based and cognition-aware scheduling could 
be used [44]. A common combination is signal- and event-triggered 
scheduling, which enables researchers to capture experiences that 
pertain to specifc times/events as well as those that occur through-
out the day [42]. 

On the other hand, participants may be willing to provide re-
sponses at some moments but not others, and indeed, to be highly 
selective about this (e.g., [15, 28]); and Hormuth [15] argued that 
such selectivity would tend to cause bias. Our proposed strategy 
of inviting our main participants’ peers to contribute to an MA 
study has the potential to mitigate this type of bias, by collecting 
information about a participant even when he/she is not receptive 
to questionnaires. 

2.2 Increasing Data Quantity in Mobile 
Assessment 

Response rate, also known as compliance rate [45], a general in-
dicator of data quantity, is calculated by dividing the number of 
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completed questionnaires by the total prompts issued during a 
given study [42]. Various ways of boosting response rates have 
been developed, including visualization and gamifcation elements. 
Hsieh et al. [17] found that giving feedback to respondents after 
they completed questionnaires efectively increased their response 
rates. Van Berkel et al. [43] showed that a gamifed condition out-
performed a non-gamifed one in terms of both data quality and 
quantity. Other approaches have included easing data entry, such 
as by replacing the regular smartphone-unlocking process with a 
microtask [39], and allowing participants to enter their answers di-
rectly into alert dialogues [47]. To address the issue of people rarely 
carrying their phones in certain environments, such as inside their 
own houses, Paruthi et al. developed a situated self-reporting sys-
tem to collect participants’ in situ stress, sleepiness, and activities 
in home environments [30]. They found that collecting responses 
via a smartphone plus one other designated device yielded more 
responses than would have been possible using just one or the 
other. 

To avoid questionnaires being delivered at moments when users 
are unreceptive, researchers have attempted to use data from phones’ 
sensors to predict opportune moments for notifcations [31, 52] 
as well as questionnaires [13, 45], and other forms of data collec-
tion [48]. For example, Van Berkel et al. [45] found that scheduling 
questionnaires at phone-unlock moments yielded a high response 
rate. However, predicting opportune moments is difcult because of 
the many factors involved, only some of which might be discernible 
via their phones [25]. We expect that inviting MA study partici-
pants’ peers to answer questionnaires about them will complement 
existing approaches to data-quantity maximization. 

2.3 Peer-assisted Mobile Assessment 
Berrocal et al. [3] argued that responses from the main participants’ 
close friends or family members could contribute worthwhile data 
to EMA. However, they recruited such peers solely for the purpose 
of improving the accuracy of EMA responses about stress, based on 
an assumption that their main participants could not always reliably 
provide such information about themselves. We hope to extend 
that prior research by showing that peers’ involvement can also 
increase data quantity and, depending on the peers’ characteristics 
and numbers, data reliability also. 

3 METHODOLOGY 
In light of prior MA studies’ fndings that compliance gradually 
decreases over time [24, 36], we decided to divide our two-week 
study period into halves, and only ask the peer participants to 
provide assessments in the second week, so that we could observe 
whether compliance declined in that week as compared to the 
frst, in line with theory [24, 36]. As a baseline for comparison, 
we included a second group of main participants, who completed 
the study on their own without the assistance of any peers in 
either week. However, despite this quasi-experimental design, it 
should be borne in mind that our primary focus was on answering 
the three research questions regarding the quantity and quality of 
peers’ assessment data, and not on comparing main participants’ 
compliance across groups. Below, we describe main-participant and 
peer recruitment, the MA questionnaires, and the study procedure. 

3.1 Main Participant and Peer Recruitment 
We recruited 27 main participants via posts in a Taiwanese subject-
recruitment Facebook group followed by snowball sampling. Their 
ages ranged from 20 to 34, and all but two were undergraduate or 
graduate students. Because it was not possible to foresee or control 
how many (if any) or what kind of peers the main participants 
would be willing or able to recruit, we did not randomly assign 
the main participants into the with-peers and without-peers con-
ditions. Instead, the 15 participants (seven males, eight females) 
who reported that they would each be able to recruit at least fve 
peers to the study were instructed to do so; and the other 12 (six 
males, six females), who were less confdent about their prospects 
of recruiting peers, were not instructed to do so, and thus formed 
the baseline without-peers group for comparison. 

All participants and peers were required to have a smartphone 
with the LINE 1 messaging application, through which MA prompts 
would be delivered. A total of 82 peers (42 males, 40 females), with 
an average of around fve (5.47) per main participants (Min: 5; 
Max: 9) were invited by the 15 main participants in the with-peers 
group. Of these peers, 38 were main participants’ classmates; 29, 
their non-classmate friends; nine, their family members; and six, 
their signifcant others (SOs). The peers’ ages ranged from 20 to 
54, but the majority (n=70) were between 20 and 24. Compensation 
for participating in the study was US$36 and US$18 for the main 
participants and their peers, respectively. 

3.2 Mobile Assessment Design 
MA questionnaires were delivered via a customized chatbot using 
a LINE’s API 2 service (hereafter referred to as the MA chatbot). 
The delivery of MA prompts was confgured by a backend server 
built on the Heroku cloud platform 3. Text-based chatbots have 
been identifed in prior research as a promising means of gathering 
high-quality quantitative data, an advantage ascribed to their inter-
activity [19]. In this case, a further advantage of using a chatbot was 
that it did not require our main participants or their peers to install 
a stand-alone phone app, and thus was not limited to any specifc 
phone-operating system [44]. All that was needed to receive MA 
prompts was to add the MA chatbot account as a contact in the 
messaging service. However, because no specialized research app 
had been installed on the main participants’ or peers’ phones, our 
inferences about good times at which to deliver MA prompts relied 
on the Google Calendar API 4. Calendar information has previously 
been found efective as a means of predicting its users’ interrupt-
ibility, without the need to consult sensor data [2, 16]. We therefore 
requested that all main participants arrange their daily events on 
Google Calendar during the study, so that MA prompts would be 
less likely to be delivered when they were busy. To further avoid 
disrupting their lives, we sent no MA prompts outside the hours of 
10:00 AM to 10:30 PM, as recommended by previous studies [31, 42]. 
For the purpose of delivering MA prompts, each scheduled event 
on the main participants’ calendar, as well as each period of time 
without any events scheduled (within the 12.5 hours of the day that 

1https://linecorp.com/zh-hant/
2https://developers.line.biz/en/services/messaging-api/ 
3https://www.heroku.com 
4https://developers.google.com/calendar/ 

https://4https://developers.google.com/calendar
https://3https://www.heroku.com
https://1https://linecorp.com/zh-hant
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the study ran), was identifed as a discrete time block. Blocks lasting 
four hours or longer were divided into two-hour sub-blocks. All 
prompts were delivered at a randomly selected moment within 20 
minutes after the end of each block, in line with prior research prac-
tices for labeling an immediately preceding activity/event (e.g., [7]). 
A minimum interval of one hour was also interposed between any 
two MA prompts. In practice, these criteria meant that the number 
of prompts per main participant per day ranged from six to eight; 
and every MA prompt sent to a main participant was also sent to 
all members of their peer group at the same moment. 

3.3 Mobile Assessment Questionnaires and 
End-of-day Questionnaires 

3.3.1 Mobile Assessment Qestionnaires. Each MA questionnaire 
asked the main participant to report their location, activity, and 
emotion over the immediately preceding hour, in that order; and 
that person’s peer-group members were asked for the same informa-
tion about the main participant, based either on direct knowledge 
or on guesswork. To mitigate the response burden (e.g., [1]), we 
included predefned options for location and activity. As our re-
cruitment pool composes mostly students, during a pilot study, we 
adjusted the options for location and activity by adding frequent 
responses they provided us with, such as library. Table 1 presents 
the answer options we used in this study. For emotion, in line with 
prior studies [21, 37], we included the eight dimensions shown in 
Table 1, each rated on a fve-point Likert scale. Because we assumed 
that peers would often be unsure of their answers, we asked them 
to rate their confdence in each response they provided, an ap-
proach adopted from Berrocal and Wac [3]. Specifcally, confdence 
was rated on a fve-point Likert scale ranging from 4=very high to 
0=very low. We did not include a "don’t know" option, and made it 
clear in the study instructions that peers should report complete 
lack of knowledge/opinion as "0". The main participants and their 
peers were Mandarin speakers, so all questions were in Mandarin. 
Figure 1 (Left) presents mock-ups of the main-participant and peer 
versions of the MA questionnaire, translated into English. 

3.3.2 End-of-day Qestionnaire for Peers. We also wanted to know 
how often peers interacted with the participants who had recruited 
them, because we assumed that the frequency of such interaction 
might afect peers’ confdence ratings. We also assumed that fu-
ture researchers who involve peers in MA studies would prefer 
them to be able to provide reliable information over time, and di-
rect interaction between peers and main participants would be a 
straightforward path to achieving this. Thus, the end-of-day ques-
tionnaire – delivered at 10:30 PM via the MA chatbot – sought a 
response for each time block to arrive at a detailed "snapshot" of 
the frequency of such interaction (Figure 1 (Right)). Only responses 
received before midnight that day were considered valid. 

3.4 Study Procedure 
All main participants in both the with-peers and without-peers 
group came to our lab to attend a training session, during which 
the researchers explained the study process, obtained access to 
the subjects’ Google Calendar events, and instructed them to add 
the MA chatbot as a LINE friend. Additionally, the participants in 
the with-peers group completed a simple self-assessment about 

Table 1: Answer options in each mobile assessment question-
naire, by dimension 

Figure 1: (Left) Mock-ups, i.e., screenshots translated into 
English, of the MA Chatbot as it appeared to our users, in-
cluding (a) the main-participant version and (b) the peer ver-
sion. (Right) Mock-up of the end-of-day questionnaire. 

their peers. Specifcally, they estimated how familiar each of their 
chosen peers had been with their locations, activities, and emotions 
in recent days, on a three-level scale comprising low, medium, and 
high familiarity. 
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Because the peers were distributed across a variety of cities, we 
contacted them via email rather than asking them to come to the 
lab. After adding the MA chatbot account as a LINE friend, they 
watched a three-minute video tutorial on how to respond to it, 
and afterwards were told to feel free to ask their main participant 
the answers to MA questions about him/her. This was because, at 
times when main participants are not receptive to MA prompts, 
they may still be selectively receptive to their peers’ inquiries [23, 
25]. Thus, we assumed that peers’ proactive queries would, to a 
certain extent, increase our chances of obtaining main participants’ 
self-assessments, as well as more accurate peer assessments. Also, 
inspired by Scollon et al. [28], who suggested that participants’ 
personalities might afect compliance, the peers were also asked to 
complete the Chinese Big Five Personality Inventory (CBF-PI) [50]. 

Lastly, the main participants and peers were all told that, to 
help ensure the collected data’s accuracy, it was best that they 
respond to any MA prompt within 30 minutes. However, we could 
not actually prevent them from responding later, due to a limitation 
of the chatbot, i.e., that messages remained in its chat window 
indefnitely, until removed by users or the operating system. 

After the end of the second week of the feld study, fnal instruc-
tions on how to uninstall the chatbot were sent out via the chatbot 
and email. At that point, we also asked all main participants and 
peers to provide informal feedback regarding their experience of 
peers helping to provide assessment data during the study. Com-
pensation was then transferred to the subjects’ bank accounts. The 
study was approved by our university’s Human Ethics Committee, 
and was conducted in April 2019. 

3.5 Measures 
3.5.1 Response Rate. As recommended by Scollon et al. [28], MA 
responses that were delayed by 30 minutes or more were deemed 
invalid. A given MA prompt was deemed to have been responded to 
provided that at least one response was obtained, either from a main 
participant or any peer. Thus, the receipt of multiple responses by 
the same MA prompt did not increase the response count. 

3.5.2 Response Agreement. Since we could not be sure that the 
main participants’ responses regarding their own whereabouts, 
activities and emotions were correct or truthful, we did not use 
the term accuracy, but instead agreement, to indicate how often 
peers’ answers were consistent with the main participants’ own. 
We defned a peer as reliable if their responses achieved a high 
agreement rate. In the two multiple-choice dimensions, location 
and activity, the peer’s answer had to be identical to the main 
participant’s for us to deem agreement to have occurred. Thus, 
agreement in each of these two dimensions was a binary variable, 
with a value of either true or false. For emotion, on the other hand, 
since each response contained eight values, each from a diferent 
fve-point Likert scale [21, 36], we treated a response as a vector 
and calculated the correlation between the response from the peer 
and that from the main participant. Raw agreement value was then 
calculated by Pearson correlation, and from that, we created a binary 
variable for emotional agreement, whereby a value of .7 or above 
was deemed true, and lower values false, following Ratner [33]. 

3.5.3 Meeting Frequency. We did not label each peer MA response 
with whether the relevant peer had met the main participant within 
the corresponding time period, because we could not know whether 
such physical meetings took place before or after the MA prompt 
was sent. Instead, we established that the top 25%, the median, and 
bottom 25% of meeting frequencies were 1.3, 0.2, and 0 times per day, 
respectively. This allowed us to generate four mutually exclusive 
categories of weekly meeting frequency: two or more times per day, 
once per day, once every several days, and zero. 

4 RESULTS 
We collected a total of 5,311 MA responses from all main partici-
pants in both conditions and the peers in the with-peers condition. 
Of these, 3,771 were responded to within 30 minutes. The main 
participants in the with-peers group received 6.9 prompts per day 
(SD=0.2), yielding an overall response rate 64.5%, with 63.7% in the 
frst week and 65.2% in the second. Due to the structure of the study, 
as noted above, the average number of prompts per day received by 
peers was identical; however, their overall response rate was 55.0%. 
The participants in the without-peers group received 6.7 prompts 
per day (SD=0.2), and their overall response rate was 58.2%, with 
61.1% in the frst week, and 55.3% in the second. The peers’ overall 
response rate to the end-of-day questionnaires was 80.7%. Slightly 
more than two-ffths of peers (41.5%; n=34) asked their associated 
main participants for status information, and the frst quartile (top 
25%) of them asked an average of up to 2.6 times per day. 

4.1 Peers’ Assessment Data Considerably 
Increased Data Quantity 

4.1.1 Contribution of Peers’ Assessment Data when Main Partici-
pants were Not Receptive. In answer to RQ1, on 96% of the occasions 
on which a participant was not receptive to a given MA prompt 
(i.e., did not respond to it within 30 minutes), at least one of his/her 
peers responded to that prompt. If we go one step further, and deem 
an MA prompt as "responded to" regardless of who responded, the 
overall response rate rises to 99%: i.e., more than one and a half 
times higher than the 65% response rate posted by the main partici-
pants alone. When we compared this overall response rate against 
that of the without-peers group in the same week, the diference 
was even more stark: 99% vs. 55%. 

Next, we examined whether such response-rate diferences held 
true if we only considered those peer assessments that were given 
with a high level of confdence. We found that, in 42% of the cases 
when a participant was not receptive, at least one of his/her peers 
provided a high-confdence assessment. The response rate repre-
sented by this combination of high-confdence peer responses and 
the main participants’ own responses was 80%, or 1.3 times higher 
than that of the with-peers group’s main participants alone in the 
frst week, and 1.5 times the response rate of the without-peers 
group in the second week. 

4.1.2 Main Participants’ Response Rate. To assess how peer in-
volvement afected the main participants’ compliance, we ran a 
mixed-efects regression model with the independent variables 
group (i.e., with-peers vs. without-peers), week (i.e., week 1 vs. week 
2), and the interaction of the two. We found an interaction efect 
between group and week on participants’ response rate (see Table 2). 
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Table 2: Non-standardized coefcients of mixed-efects logis-
tic regression models predicting main participants’ respon-
siveness (i.e., responded or did not respond) with a random 
efect to account for each participant. 

Figure 2: (Left) Week-on-week change in the average re-
sponse rates of the main participants in the with-peers 
group and the without-peers group. (Right) Relationships of 
peers’ confdence levels to peer/main-participant agreement 
levels, by item type. 

Specifcally, as Table 2 and Figure 2 (Left) show, the response rate 
of the without-peers group declined in week 2 (61%→55%), in line 
with prior research [24, 36]. Interestingly, however, the response 
rate of the main participants in the with-peers group did not decline 
(64%→65%). 

We also learned from post-study feedback that, by asking for 
information about their statuses, peers sometimes reminded or 
motivated main participants to answer questionnaires that they 
might have ignored otherwise. 

4.2 Confdence and Agreement among 
Question Types 

To answer RQ2, we investigated the agreement and confdence 
rates associated with each of our three question types. The conf-
dence rates, from highest to the lowest, were for questions about 
location (73%), activity (69%), and emotion (63%). Peers were very 
confdent (i.e., rated "4") in their answers to these questions 35%, 
29%, and 12% of the time, respectively, and confdent (i.e., rated 
"3"), 26%, 28%, and 35% of the time. However, the agreement rates 
showed a quite diferent pattern: with emotion answers having the 
highest level of peer/main-participant agreement (69%), followed by 
location (62%), and activity (53%). Notably, the agreement rates for 
responses given with a confdence rating of "4" were similar across 
all three types of question (location: 81%; activity: 78%; emotion: 

Main Participants’ Response 
Conditional R2 0.2161 

Est. p 
(Intercept) 0.72774 0.00445 ** 
Week 
week 2 0.08334 0.49659 
week 1 0 r 
Group 
without-peers -0.21651 0.57015 
with-peers 0 r 
Week * Group 
week 2 * without-peers -0.35186 0.04568 * 
*p<.05 **p<.01 ***p<.001 r : reference 

83%), but agreement rates for those responses with a confdence 
rating of "3" varied sharply (location: 58%; activity: 48%; emotion: 
73%). In other words, peers were most likely to be confdent when 
answering location questions, and least confdent when answering 
emotion ones; and yet, their answers to emotion questions were 
the most likely to agree with the main participants’. Their answers 
regarding activity, meanwhile, were the least likely to agree with 
the participants’. We will discuss these discrepancies further in 
section 5.2, below. 

Figure 3, which illustrates the distribution of peers’ agreement 
rates, shows that these were lower for activity (red) and higher for 
emotion (green). This was mainly because the correlation values of 
most peers’ emotion responses were greater than .7 (blue), despite 
their having the lowest confdence in such responses. Location 
(purple) also emerged as a relatively easy topic for peers to predict. 
The top location categories in terms of agreement were "ofce" and 
"dormitory"; and the top agreement categories for activity were 
"leisure activities" and "attending a meeting". 

4.3 Preferred Peer Characteristics and 
Numbers 

4.3.1 Relationship Type and Meeting Frequency. To answer RQ3, 
we explored the factors underlying peers’ MA response data by 
building regression models aimed at achieving the best prediction 
of the agreement levels for each of our three question types. As 
Table 4 shows, we found main efects of relationship type and 
meeting frequency, but not perceived familiarity, suggesting its 
minor role in peers’ response rate compared to the two former 
factors. These results indicate that how peers were related to main 
participants who invited them and how frequently they met with 
each other both impacted how often the peers’ responses were 
consistent with the participants’ own responses. 

Specifcally, among all the responses received from peers, re-
sponses received from SOs regarding participants’ location (88.9%) 
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Figure 3: Density estimates of the agreement rates between peers and main participants, by question type. 

Figure 4: Distribution of agreement rates by 
peer/main-
participant relationship type. 

Figure 5: Distribution of response rates by peer/main-
participant relationship type. 

and activity (77.1%) were the most likely to agree with main par-
ticipants’ own responses among the relationship types, as shown 
in Table 3. The parallel location and activity fgures for other peer 
types were only: 67.0% and 50.2% for family members; 55.2% and 
45.8% for classmates; and 57.9% and 51.1% for friends. A similar 
pattern were also found from the angle of individual-level. That is, 
we calculated each individual peer’s agreement rate, of which the 

distribution by relationship type is shown in Figure 4. It also shows 
that SOs’ responses noticeably agreed more often with participants’ 
own responses than the other relationship types. To confrm this 
efect, we ran logistic regression on peers’ responses to examine if 
signifcant diferences exist among relationship types in agreement 
likelihood. The diferences between SOs and classmates and friends, 
respectively, were statistically signifcant (location: SO vs. class-
mates, Z=4.28, p<.001; SO vs. friends, Z=3.60, p<.001; activity: SO 
vs. classmates, Z=3.09, p=.002; SO vs. friends, Z=2.31, p=.02). In ad-
dition, the diference between family members and classmates was 
also signifcant (location: Z=3.41, p<.001; activity: Z=2.07, p=.04). 

Unlike agreement rate, interestingly, we did not fnd notice-
able diferences in response rates across relationship types (family 
member: M=55.8%, SD=30.1%; SO: M=57.4%, SD=30.0%; classmate: 
M=58.3%, SD=22.4%; friend: M=50.3%, SD=22.9%), as shown in Ta-
ble 3. From the individual-level angle, as shown in Figure 5, there 
seemed to be some diferences among relationship types, with 
friends seemly were the least responsive category. However, due 
to the large variances within each category, as the fgure shows, 
our logistic regression result – with the dependent variable being 
the binary outcome of whether an MA prompt was, or was not, 
responded to by a peer – does not show a main efect of relation-
ship type on any type of question. This implies that every type of 
relationship included peers who were responsive and unrespon-
sive to MA prompts, respectively, and such individual diferences 
seemed to play a larger role than relationship type did. As a result, 
it seemed that relationship type infuenced agreement more than it 
infuenced response rates. 

On the other hand, meeting-frequency categories were better 
predictors of high vs. low agreement for location and activity than 
for emotion. Specifcally, those peers who met their main partici-
pant more often than twice per day were the most likely to provide 
location and activity responses that agreed with his/her own, i.e., 
80% and 67%, respectively. Interestingly, this also implies that peers 
who met main participants frequently in person found the latter’s 
activities more difcult to predict than their locations. There were 
no signifcant diferences in the prediction of emotion-question 
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Table 3: Average response rate and agreement rates of peers 
for each question type, by peer-relationship type. N indi-
cates the number of peers in that category. 

SO (N=6) Friend (N=29) Family (N=9) Classmate (N=38) 

Response rate 
57.4% 
(SD=30.0%) 

50.3% 
(SD=22.9%) 

55.8% 
(SD=30.1%) 

58.3% 
(SD=22.4%) 

Location 
agreement rate 

88.9% 
(SD=9.7%) 

57.9% 
(SD=21.2%) 

67.0% 
(SD=19.9%) 

55.2% 
(SD=19.0%) 

Activity 
agreement rate 

77.1% 
(SD=14.8%) 

51.1% 
(SD=23.1%) 

50.2% 
(SD=21.4%) 

45.8% 
(SD=17.2%) 

Emotion 78.7% 66.6% 68.1% 65.3% 
agreement rate (SD=18.9%) (SD=25.2)% (SD=21.1%) (SD=22.2%) 

agreement across our four meeting-frequency categories. Unex-
pectedly, the lowest agreement rate by meeting-frequency category 
was not posted by the "Zero" group, indicating that those peers 
who did not see the main participant at all during the second week 
of the study could still answer questions about his/her status with 
some accuracy. 

Finally, as Table 4 also shows, there was a strong negative corre-
lation between location agreement and peers’ scores on the Big Five 
personality trait "openness to experience". That is, peers with high 
openness scores made numerous unconfdent and wrong guesses 
about whether the main participant was at home or somewhere 
else: with nearly half of responses being low-confdence, and 80% 
failing to agree with the main participants’ own responses. Messiah 
et al. [27] suggested that factors signifcantly associated with unan-
swered prompts included higher scores for "novelty seeking", which 
is closely related to "openness to experience" (see [11]). No similar 
efects were observed for activity or emotion, possibly because the 
agreement levels for such questions were generally low and high, re-
spectively, which could have masked inter-peer diferences. Lastly, 
the personality trait "conscientiousness" was positively correlated 
with activity-response agreement. This could have been because 
peers who were more persistent/responsible were more likely to 
answer relatively difcult questions. However, more research is 
needed to further investigate this relationship. 

4.3.2 Relation of Response Qantity to Peer-group Size. When non-
receptive to MA prompts, the main participants ipso facto did not 
provide MA responses, so it was not possible to calculate agree-
ment rates for those occasions. Thus, the question of how many 
reliable responses we should expect to receive from peer groups of 
difering sizes when the main participant is non-receptive could not 
be precisely answered based on agreement levels. Therefore, we 
considered two alternative methods. The frst was to estimate this 
quantity based on the number of responses expected when partici-
pants did provide a response. Specifcally, for each main participant, 
we frst calculated the average probability of obtaining at least one 
MA response from a given number of peers that agreed with the 
participant’s own MA response. For example, a total of 10 possible 
pairs of peer responses could emerge from a group of fve peers 
(C2

5); thus, we calculated the probability of obtaining at least one 
MA response from two peers for each of these 10 outcomes, and av-
eraged the probabilities of such outcomes. Then, we calculated the 
overall average of each participant’s averaged probabilities across 
all participants, and obtained the results shown in Figure 6 (Left). 
The greatest change in the expected amounts was observed when 
the number of peers changed from one to two; and starting from 
three peers, we would expect an 80% chance of receiving an MA 
response to location and emotion questions from at least one peer. 

However, using this approach to estimate the expected quantity of 
peer responses when main participants are non-receptive might 
result in overestimation, given the aforementioned important role 
of peers’ direct inquiries to the main participant in the former’s 
answering process. 

The second approach was to estimate the expected quantity via 
confdence. Given that the peers rated their confdence in their 
own responses even to questions that the main participants did not 
answer, we were able to estimate how many of these responses 
would likely have resulted in agreement (had there been anything 
to agree with), based on the known agreement rates associated with 
each confdence level. This approach, of course, assumes that the 
agreement rates are stable at each level of confdence, irrespective 
of whether the main participants are receptive. Figure 6 (Center) 
illustrates the probabilities of obtaining at least one response of 
at least a certain level of confdence. Specifcally, when a given 
main participant’s network comprised more than two peers, the 
probability of having at least one peer’s answer rated at normal 
confdence or above (i.e., "3" or "4") was close to 1.0. However, the 
likelihood of at least one peer’s answer to an emotion question 
being rated with very high confdence ("4") was considerably lower 
than in the other two question-type categories, as the same fgure 
also shows. 

Figure 6 (Right) shows the expected quantity of MA responses 
for each type of question. On average, networks comprising two, 
three, four and fve peers led respectively to 0.38, 0.47, 0.53 and 
0.58 high-confdence responses per MA prompt. Expected quantity 
was lowest when one considered only responses given with very 
high confdence. Even when fve peers responded, the expected 
quantity of very-high-confdence responses was below 0.4 for all 
types of questions, refecting that the average probability of any 
peer giving such a rating to any response was just 25%, or 12% in 
the case of emotion questions. Although the agreement rates at 
normal ("2") and high ("3") confdence levels were both lower, it 
should be borne in mind that participants were much more likely 
to assign such ratings to their responses than "4" ratings. This 
meant that the expected quantities at those confdence levels were 
quite high. Not unexpectedly, emotion questions had the lowest 
expected quantity at the very-high-confdence level, given that 
peers were least often confdent about their answers to emotion 
questions. Importantly, however, such questions had the highest 
expected quantity at normal confdence. It is also noteworthy that 
the expected quantities of "3"+ answers to both location and activity 
questions were nearly equivalent to those of "2"+ answers in the 
same two question-type categories. This was because the diferences 
in the expected quantities of "3"+ answers we observed grew as the 
number of peers increased (1→2: +57%; 2→3: +22%; 3→4: +13%; 
4→5: +10%). 

The two kinds of estimation described above led to quite diferent 
expected-quantity trends. Figure 6 (Left) showed that involving two 
peers would achieve an expected quantity of 0.7 responses per MA 
prompt across all types of question, while involving three peers 
would achieve 0.8. However, Figure 6 (Right) indicates considerably 
lower expected quantities of responses with "3"+ confdence: i.e., 
not quite 0.4 per MA prompt from a group of two peers, and 0.5 from 
three peers. While we cannot know which of these two methods 
best represents the ground truth, caution dictates that we regard the 
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Table 4: Non-standardized coefcients of mixed-efects logistic regression models predicting agreement between the main 
participants’ and their peers’ answers, by question type, with a random efect to account for each participant. 

Figure 6: Probability of obtaining agreement between peers’ and main participants’ answers. (Center) Probability of obtaining 
at least one peer answer with at least normal confdence (i.e., 2+ on a scale of 0-4). (Right) Likelihood of obtaining reliable peer 
answers to complement main participants’ non-responses. 
Note. Loc=location; Act=activity; Emo=emotion 

frst method as more likely to produce overestimates of response 
quantities. 

5 DISCUSSION 

5.1 Enhancing Data Collection during 
Participants’ Unreceptive Moments 

Prior researchers have proposed numerous approaches for increas-
ing MA response rates while maintaining data quality, but none has 

been without its drawbacks. Our results have shown 1) that allow-
ing MA participants to invite their peers to contribute information 
about them is a feasible approach to enhancing data collection, espe-
cially – but not exclusively – at moments when the former are not 
receptive to MA prompts; and 2) that data quality can be assured by 
asking such peers about their levels of confdence in the accuracy of 
their own responses. Even when only responses rated with a high 
or very high confdence level were considered, the proposed peer-
assisted approach yielded an average of more than three additional 
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responses for every eight responses from the participants them-
selves. Taken together, this implies that in the real-world scenario of 
data collection that leverages MA, such as collecting labeled activity 
data (e.g.[6]), practitioners and researchers may consider recruiting 
participants who are already socially connected at a group level 
and employ this peer-assisted approach to ensure data quantity. 
Interestingly, however, the higher overall number of responses we 
received from the with-peers group than from the without-peers 
group was not solely due to the peers’ contributions, but also to 
an elevated response rate from the main participants during the 
second week of the experiment, i.e., when their peers joined them 
in it. This fnding was diametrically opposed to our assumption 
that the main participants’ compliance with MA prompts would 
decrease in the second week. We made this assumption due both 
to compliance’s widely acknowledged tendency to decrease over 
time [24, 36], and to our intuition that our main participants would 
expect their peers to "cover for" them. From feedback, we learned 
that this unexpected increased-compliance phenomenon occurred 
because their peers asked them questions about MA questionnaires, 
and in some cases, directly reminded them to answer them. Such 
discussions indeed became a motivator for them to sustain their 
response rates, which increased marginally over the course of the 
study, from 64% to 65%, in contrast to the without-peer group’s 
response rate, which fell, in line with expectations [24, 36]. 

As we expected, the more confdent peers were in their responses, 
the more likely such responses were to agree with those given by 
the main participants. This implies that confdence ratings could 
help researchers tell which responses are likely to be reliable vs. un-
reliable. However, confdence alone is not always adequate: notably, 
peers’ responses at the very high confdence level ("4") were incon-
sistent with the main participants’ responses slightly more than 
20% of the time. Berrocal et al. [3] argued that individuals might 
not be capable of reliably answering questions about their own 
current emotional states. Nevertheless, two of our three question 
types did not involve emotion, and still only had an 80% agreement 
rate when peers were very confdent in their answers. In any case, 
it must be remembered that it was infeasible within the constraints 
of our study to know whose answers were factually correct when 
main participant/peer disagreement occurred. 

5.2 Question-type Efects on the Reliability of 
Peers’ Answers 

Peers’ confdence levels and agreement rates both varied consider-
ably according to the type of question. Peers were most confdent in 
their location responses, but those responses were not actually the 
most likely to agree with the main participants’ ones. Conversely, 
the responses peers were least confdent in, i.e., regarding emotion, 
were not in fact the least likely to agree with the participants’ own. 
These discrepancies can be attributed to two causes. 

The frst is that humans’ emotions, unlike physical locations 
and activity types, tend to be distributed on a spectrum, and to 
be subject to frequent – if usually small – hour-by-hour fuctua-
tions [5, 49]. As such, even though each main participant’s peers 
had little if any knowledge of their real-time emotional status, it 
was still relatively easy for peers to provide emotion-related an-
swers that were highly correlated to the main participant’s own 

answers, provided only that none of the parties thought the main 
participant’s current emotional state was extreme. However, peers’ 
relatively low confdence in their emotion-related answers could 
have refected an understanding that emotions are transitory and 
easily afected by moment-to-moment experience, and thus less 
likely to be known as more time elapses since the parties’ most 
recent face-to-face interaction. This probably also explains why we 
did not observe a main efect of either relationship type or meeting 
frequency on the agreement levels of answers to emotion-related 
questions. In contrast to emotion, location was relatively constant 
within a given block of time, and thus more easily predicted by 
peers who knew the main participants’ schedules. This was also 
refected in the main efects of relationship type and meeting fre-
quency on location-question agreement levels. Although activity 
and location data are often closely interrelated, and perhaps espe-
cially so in university settings where buildings’ functions tend to 
be highly specialized, questions about activity were more difcult 
for peers to answer correctly than location ones were. However, 
the lower agreement rates for these two question types than for 
emotion-related questions was rather unexpected. It could have 
occurred because the main participants were engaged in multiple 
activities and/or at several locations, but only reported the major 
ones in their own responses. Also, people can be reluctant to make 
detailed online disclosures of contextual information that might 
enable others to infer their daily routines or habits [8]. In light of 
these two factors, peers’ lack of confdence in their activity and 
location responses is perhaps less surprising. 

The second likely cause of variation in peers’ confdence levels 
and agreement rates across question types is related to how we 
asked the questions. For instance, if we had asked peers to rate the 
likelihood that the main participant would stay at a certain place or 
engage in particular activities, or to choose an emotional label for 
them rather than using a Likert scale, we would undoubtedly have 
seen diferent response distributions, and thus, probably, diferent 
agreement rates. But, by the same token, we expect that researchers 
using similar approaches to ours when asking location-, activity-, 
and emotion-related questions will obtain results broadly similar 
to ours. 

5.3 Characteristics of High-agreement Peers 
In our regression analyses, we included fxed efects of three cat-
egorical variables – relationship type, perceived familiarity, and 
meeting frequency – that we assumed researchers could obtain 
for their MA studies via questionnaires. Our results suggest that 
relationship type was a good predictor of the agreement level of 
peers’ answers regarding location and activity, but not emotion. 
Overall, SOs and family members were the two categories of peers 
most likely to provide responses consistent with the main partic-
ipants’ own, with SOs answers being the more consistent of the 
two. However, no particular class of peer was notably more likely 
than any other to provide the same answers to emotional questions 
as the main participants did. Meeting frequency, meanwhile, was 
a better predictor of location-related agreement than of the other 
two agreement types. 

Peers who met with the main participant two or more times per 
day were more likely to achieve location and activity agreement 
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than those who did not meet with the main participant at all dur-
ing the study period. This result is not surprising, insofar as peers 
who met a main participant frequently had more chances to di-
rectly observe them. Interestingly, however, those peers who never 
met their main participants were not the least likely to achieve 
agreement with their answers. This could have been because the 
main participants disclosed their status via other communication 
channels, such as social media, messaging apps or phone calls [14]. 
That is, a category of "online/remote peers" might occasionally be 
able to provide accurate information about main participants. It 
therefore might be worthwhile for future MA studies to investigate 
whether the frequency with which main participants use computer-
mediated communication such as texts and social-media posts are 
correlated with agreement levels. 

5.4 Efects of Peer-group Size 
As Figure 6 shows, the enhancement of response quantities as-
sociated with larger peer-network sizes was most marked when 
participants nominated only one vs. two peers, and gradually di-
minished as the numbers of peers grew. While a similar pattern has 
emerged during usability testing [29], we cannot draw any frm con-
clusions about how many peers would be "enough" for an MA study. 
Among the numerous other factors that might be involved, and 
which thus merit further investigation, Figure 6 highlights three: 
the researchers’ desired minimum response rate, their desired mini-
mum agreement rate, and their specifc questions. Researchers will 
also confront an important trade-of when deciding the minimum 
confdence threshold for a peer’s response to be deemed acceptable. 
That is, accepting only responses given with very high confdence 
could help ensure data quality; yet, peers might assign their an-
swers such high confdence ratings only rarely, meaning that the 
majority of peer data would be eliminated. Conversely, lowering 
the threshold of confdence would tend to increase the quantity of 
data, but entail more risk of data unreliability. Taking all of this into 
account, our general recommendation is that researchers utilize 
high- and very high-confdence responses, to ensure that data quan-
tity is sufcient, as this is, after all, our proposed approach’s central 
aim. Importantly, this acceptance of slightly lower data quality in 
exchange for higher data quantity will be more worthwhile when 
the number of peers per main participant is small (i.e., between 
one and three). This is because, with larger peer-group sizes, the 
probability of at least one peer per question rating their answer 
with high or very high confdence is also greater, and this efect 
will naturally lead to data being collected on a wider range of MA 
questionnaires. In short, while we cannot propose a "right" number 
of peers to involve in MA, Figure 6 may be helpful to researchers 
seeking to determine such a number for their own MA studies. 
They might also usefully adopt our approach of estimating peers’ 
responses’ agreement rates at diferent levels of confdence, and 
then using those rates to determine confdence thresholds. 

5.5 Study Limitations 
This preliminary investigation of peer-assisted MA is subject to 
numerous limitations, and leaves many questions unanswered. First, 
the majority of our participants were postsecondary students. This 
could have rendered their locations and activities relatively more 

foreseeable by their peers than would otherwise have been the 
case. Therefore, whether our fndings are generalizable to other 
populations with less predictable routines is unclear. 

Second, while not all the participants we recruited were willing 
to invite any peers to join this study, some who were willing to do 
so could not convince any peers to accept their invitations. This 
meant that our with-peers group was subject to a self-selection 
bias toward those with larger numbers of willing peers, which will 
have limited the diversity of participants and peers alike. Future 
research should try to expand the pool of participants to more 
diverse populations. 

Third, to calculate agreement rates, we treated the main par-
ticipants’ answers as a gold standard. However, Berrocal et al. [3] 
have argued that peers’ responses might be more accurate than the 
participants’ own, at least in the case of stress-related questions. 
Nor could we have done anything to prevent our main participants 
from intentionally providing socially desirable but untrue answers, 
which would have caused their peers’ truthful answers disagree 
with theirs. Moreover, we did not analyze agreement among peers’ 
responses, which in future might provide another useful means 
of assessing the truthfulness of all responses. Such an inter-peer 
agreement metric could be especially useful in cases where the 
main participants have not provided any responses. 

Fourth, we only considered three types of questions, whereas in 
reality, MA is used in a much wider variety of research domains. 
More importantly, we had specifc ways of asking peers about loca-
tion, activity, emotion, and confdence; and, as mentioned earlier, 
this resulted in specifc patterns of response distribution, which in 
turn may have infuenced agreement rates and self-reported con-
fdence. Although it is commonplace in MA studies to ask about 
participants’ locations and activities via multiple-choice questions, 
and about their emotions via scales, researchers may sometimes 
need to choose diferent approaches, including but not limited to 
open-ended questions. Therefore, whether the results of our study 
would be replicable if other answer formats were used would need 
to be established through further research. If we had included an 
option such as "Don’t know", our observed agreement rates and 
data quantity might have been diferent too, since peers are likely 
to choose a label only when they have a certain level of conf-
dence. Also, our questionnaires asked main participants and peers 
to label a previous hour, which may mean that our results are not 
generalizable to ESMs that ask for real-time, in-situ experiences. 

Fifth, we did not collect any information on interactions between 
a peer and a main participant at the moment the former responded 
to an MA prompt, such as whether they were co-located, or whether 
the peer had asked the main participant about how to answer. The 
reason for this was that asking about these matters in each MA 
might have rendered the overall study experience too burdensome 
for peers. Nevertheless, such information might be useful to know. 

Finally, this paper methods were almost exclusively quantitative. 
Thus, future scholars of peer-assisted MA should consider collecting 
the main participants’ and peers’ perceptions and attitudes. 
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6 CONCLUSION AND DIRECTIONS FOR 
FUTURE WORK 

Responses in a traditional MA study can only be obtained when its 
participants are receptive to MA prompts. In this paper, we have 
shown that inviting peers to provide information about the main 
participants’ statuses is an alternative means of capturing data at 
moments that are inopportune for the latter group of individuals. 
We found that inviting peers improved overall data quantity, even 
when only high-confdence answers were considered. Unexpect-
edly, peers’ participation also seems to have motivated the main 
participants to sustain their compliance, i.e., to continue respond-
ing regularly in the second week, in contrast to the control-group 
members, whose compliance slackened over time. However, peers 
expressed very diferent levels of confdence in their answers to dif-
ferent kinds of questions, and this was a major factor in the observed 
variation in the rates of agreement between main-participant and 
peer responses. Relationship types and meeting frequencies were 
good predictors of such agreement, but only for certain types of 
questions. The ideal size of a peer group, therefore, would depend 
heavily on what questions the researchers plan to ask, and how 
much of a tradeof they are willing to make between data quality 
and data quantity. In sum, we have shown that peer-assisted MA 
is a promising approach; but numerous questions about it remain 
unanswered, and deserve further and deeper investigation. 
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