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Abstract

Object tracking in wireless sensor networks is to track mobile objects by scattered sensors.
These sensors are typically organized into a tree to deliver report messages upon detecting
object’s move. Existing tree construction algorithms all require a mobility profile that char-
acterizes the movement statistics of the target object. Mobility profiles are generally obtained
based on historical running traces. The contribution of this work is twofold. We first show
that the problem of finding an optimal message report tree that requires the least amount of
report messages is NP-hard. We then propose analytic estimates of mobility profiles based
on Markov-chain model. This profiling replaces an otherwise experimental process that gen-
erates and analyzes running traces. Simulation results show that the analytic profiling works
well and can replace costly statistical profiling without noticeable performance degradation.

Keywords: Network topology, Sensor networks, Algorithm/protocol design and analysis, Trees,
Stochastic processes.

1 Introduction

Rapid progress in wireless communications and micro-sensing MEMS technology have enabled
the deployment of wireless sensor networks. A wireless sensor network (WSN) consists of a large
number of sensor nodes deployed in a region of interest. Each sensor node is capable of collecting,
storing, and processing environmental information, and communicating with other sensors via
a radio transceiver.

Object tracking is an application of WSNs where the presence of particular mobile objects
(animals, vehicles, etc.) can be detected by nearby sensors. End users can track the target



object’s location through a particular node called sink. The tracking task can be conducted in
various ways. In some model, the target can be detected by more than one sensor simultaneously,
triggering multiple detection reports from disparate sources. A challenge is to coordinate these
sensors to make the tracking process more accurate, dependable, or energy efficient. A feasible
approach to energy efficiency is to predict and shut down sensors that are redundant in the
tracking task [16]. In [17], sensors around a moving target collectively form a tree structure to
facilitate data aggregations, which significantly reduces network traffic and energy consumption.

In this paper, we assume that only one node is in charge of the location detection task at any
time. We in fact follow the model proposed by Lin et al. [11], a variation of STUN architecture
[8]. Each sensor has its own duty area. These duty areas are non-overlapping and collectively
cover the whole target region. All nodes are organized into a tree structure rooted at the sink.
Every sensor maintains a detection list. The detection list for a sensor with b children is a
(b + 1)-tuple of object set. The first element in the tuple records the set of objects that are
under the sensor’s observation, while other elements record those observed by its descendants,
one for each branch. All detection lists together pave a query path for each object, which allows
end users to retrieve through the sink the current location of a target object. The location
retrieval is realized by propagating a Query message along the query path to the sensor that
currently observes the target object. If the current observer is a leaf node, its parent is able to
respond the query as the observer is the only node in the branch it resides.

When a sensor detects a target object entering into its duty area, it sends an Enter message
toward the sink (along the tree) to create or update the associated query path. When a target
is observed out of a sensor’s observation, a Leave message is sent by the sensor and destined for
the sink node to remove the obsolete query path. Both Enter and Leave messages are report
messages. When a target crosses the border of two neighboring sensor’s duty areas, a pair
of report messages (one Leave and the other Enter) will be triggered. We assume that both
the old and new sensors in charge of the target know which border the target is crossing, so
triggered report messages need only be delivered hop-by-hop to the nearest common ancestor
of their sources to renew the query path (Fig. 1). Consequently, once an initial query path is
established, subsequent report messages do not always need to reach the sink.

Such a tree-based object tracking approach incurs two types of message costs: update cost
(the number of report messages transmitted) and query cost (the number of query messages
transmitted). Both are governed by the shape of the underlying tree structure. In this work,
we are given the freedom to derive a tree from the initial network topology. To construct a tree
that minimizes update cost, a kind of mobility profile that describes object-detecting rate at
each sensor [8] or border-crossing rates between each pair of neighboring sensors [11] is required.
To improve overall (update plus query) message cost, however, we also need the knowledge of
query rate, the rate at which each sensor is queried by the sink. We are therefore required to
answer the following two questions:

• How to obtain these profile parameters (object-detecting rate, border-crossing rate, query
rate, etc.)?

• How to construct an optimal tree based on these parameters?

Profile parameters can be acquired by statistically analyzing real traces generated by existing
object tracking systems. However, historical data for an unexplored region may not be available.
Even the data are available, they may not be representative of target movements or query
patterns in the future (history does not necessarily repeat itself.) Alternatively, the profile can
be learned from traces generated by simulating an object moving around the deployment field.
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Figure 1: Transmissions of report messages and resulted query paths when (a) the target is
under B’s observation initially and in turn moves to (b) C’s (c) D’s, and finally (d) E’s duty
areas.

In this way, the resulting profile may heavily depend on the mobility model used to drive the
object and the query-generating model, making the profile model-dependent. Another issue of
the simulation-based profiling is to determine a sufficient length of simulation time to yield an
archetypal statistic.

As to the second question, constructing an optimal tree that minimizes both update and
query costs has been identified NP-complete [12]. However, most existing solutions consider a
variant version of the tree construction problem: constructing a tree that minimizes only update
costs (while disregarding query costs). We refer to this problem as the Optimal Message Report
Tree (OMRT) problem in this paper. The computational complexity of the OMRT problem was
previously unknown. DAB [8] and DAT [11] are two tree-construction heuristics for the OMRT
problem. QCR [11] is a heuristic that attempts to restructure an existing tree to further reduce
query cost for better overall performance.

The contribution of this work is twofold. First, we have developed a mathematical model
that derives mobility profiles based on topological information without traces from real history
or simulations. This profiling is valuable especially when the mobility pattern of target objects
is unknown. We have conducted simulations, where two commonly-adopted mobility models,
Random Waypoint [6, 2] and Gauss-Markov [10], were used to pilot a target object. The re-
sults indicate that the proposed analytical profiling can replace statistical counterparts without
noticeable performance degradation.

Another contribution of this paper is on the analysis of tree constructions. We have proven
that the OMRT problem, though less restrictive than the problem considered in [12], is still NP-
hard. This result holds even if the problem is further simplified such that all border-crossing
rates are identical. We also have shown the limitation of deviation-free heuristic used by DAT
and investigated the potential of using the classical maximum spanning tree (MST) algorithm
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Figure 2: (a) A sensor deployment; (b) the corresponding Voronoi diagram; (c) the corresponding
network profile; and (d) a sample mobility profile

as an alternative. Extended simulations indicates that with the aid of the analytic profiling,
MST performs better than DAT in the amount of report messages used.

The remainder of this paper is organized as follows. The next section analyzes the computa-
tional complexity of the tree construction problem and discusses some heuristics. Sec. 3 details
the analytic profiling. Experimental results are presented in Sec. 4. The last section concludes
this paper.

2 Preliminaries and Problem Analysis

We assume a WSN consisting of N sensors placed in a closed region. The location of every
sensor need not be engineered or predetermined but should be known after the deployment. This
requirement can be met by equipping each sensor with special hardware such as a GPS (Global
Positioning System) device or by other techniques [3, 13]. A sensor can detect and report an
object that is within some range from it. To avoid redundant reports, we assume that only the
sensor that is closest to the target object is in charge of the detection. We also assume that the
whole deployment region is fully covered, so the duty area of every sensor can be captured by a
Voronoi diagram on the deployment region (Fig. 2(b)). A Voronoi diagram can be transformed
into a Delaunay graph G(V, E), where V is the set of all sensors and edge e(i, j) ∈ E for all
i, j ∈ V if i and j share a common border in the Voronoi diagram. The Delaunay graph serves
as a network profile (Fig. 2(c)), which uniquely defines the adjacency relation between sensors
without specifying object’s movement characteristics.

Given a network profile G = (V, E), M = (V, E, w) is a mobility profile if w is a function
defined on E such that w(u, v) gives the handoff (border-crossing) rate between sensors u and v
for all edge e(u, v) ∈ E. A mobility profile can be illustrated as a weighted graph with weights
represent border-crossing rates. Fig. 2(d) shows an example.
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2.1 Message Report Tree

Definition 1 Given a mobility profile M = (V,E, w), T is a message report tree (MRT) derived
from M if T is a spanning tree derived from G = (V, E).

Given an MRT T , let dT (i, j) denote the distance between i and j on T , i.e., the edge count of
the unique path in T that connects nodes i and j. Recall that when an object crosses the border
of two sensors, say u and v, a pair of report messages (one Enter and the other Leave) has to
be sent hop-by-hop to the nearest common ancestor of u and v in T . Such a crossing therefore
causes dT (u, v) message transmissions. Consequently, the update cost between u and v can be
computed as w(u, v)× dT (u, v). For an MRT T derived from a mobility profile M = (V, E, w),
the update cost of T is given by

u(T ) =
∑

(u,v)∈E

(w(u, v)× dT (u, v)) . (1)

For better overall performance, query cost must also be considered. An end user may issue
query messages from the sink with a regular or an irregular time interval, asking for the target
object’s current location. These messages are also delivered along the message report tree.
Suppose that the target is currently under sensor i’s surveillance. The query message must be
delivered hop-by-hop to i (if i is a non-leaf node) or to i’s parent (otherwise).

To estimate entire query cost, we need the information of query rates. Let 〈q1, q2, . . . , qN 〉 be
a query profile, where qi is the rate at which sensor i is queried by the sink. Let L(T ) be the set
of leaf nodes in a tree T . For an MRT T rooted at S, the query cost is

q(T ) =
∑

u∈L(T )

qu × dT (S, pT (u)) +
∑

u6∈L(T )

qu × dT (S, u),

where pT (u) is the parent of node u in T .
To derive an MRT T from a given network profile that minimizes overall cost (u(T ) + q(T ))

requires both mobility and query profiles. This problem has been proven NP-complete [12]. In
this work, we consider a less-restrictive problem that minimizes only update costs. We shall
prove that even this problem is NP-hard.

Definition 2 Optimal Message Report Tree (OMRT) problem is to find an MRT from a given
mobility profile that minimizes the update cost.

In the following, we recast the OMRT problem into a decision problem, and show that the
decision problem cannot be solved in polynomial time.

Definition 3 Given a mobility profile and a cost limit c, the Bounded Cost Message Report
Tree (BCMRT) problem is to ask whether we can find an MRT from the mobility profile with
update cost not exceeding c.

Theorem 1 The BCMRT problem is NP-hard.

Proof: See Appendix. 2

The OMRT problem in fact reduces to the optimum communication spanning tree (OCST)
problem [5]. For a given undirected graph G = (V, E, l) with non-negative edge length function
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l and a matrix λ that gives the communication requirement between each node pair in G, the
OCST problem is to derive a spanning tree T from G that minimizes

∑

u,v∈V

(
λ(u, v)× d̂T (u, v)

)
,

where d̂T (u, v) is the sum of all edge lengths on the path from u to v in T . The OMRT problem
is a special case of the OCST problem with l(e) = 1 for all e ∈ E and

λ(u, v) =

{
w(u, v) if (u, v) ∈ E
0 otherwise.

The OCST problem has been proven NP-complete [7]. Although approximations and evolu-
tionary algorithms have been proposed toward the OCST problem [14, 9], these methods are
not considered practical in WSNs due to numerous nodes involved in the computation.

2.2 Tree Construction Heuristics

DAT [11] takes a heuristic that adds only deviation-free edges into the tree. An edge e(u, v) ∈
E is deviation-free if it is the first edge of some shortest path from either u or v to the sink.
Consequently, the resultant DAT tree possesses the property that the path from every node to
the sink along the tree must be one of those in the underlying network profile that have the
minimum edge count. As an illustration, Fig. 3(a) is a DAT tree derived from the mobility
profile shown in Fig. 2(d). Observe that for any node i, the path from i to the sink in the tree
has the minimum edge count among all possible.

We observed that the deviation-free property may not be a plus as a whole. Consider the tree
shown in Fig. 3(b), which is derived from the same mobility profile but without the deviation-
free property. The formation of edge (C, B) helps in reducing the update cost between B and
C: the report messages issued whenever an object crosses the border between B and C are now
delivered in only one hop (from C to B) instead of two (one from C to A and the other from
B to A). Evidently, edge (C, B) breaks the deviation-free property because the hop count from
C to the sink (which is two) is not the minimum among all in the underlying network profile
(which is one). Here not having the deviation-free property has the negative effect of adding
one hop to report messages sending from C to A. Nevertheless, the amount of cost reduction
between C and B compensates the increase between C and A. In fact, the cost of the entire tree
in Fig. 3(a) is 564, while that of the tree in Fig. 3(b) is only 244.

DAT implicitly minimizes the distance between each node and the sink S. It follows that
DAT minimizes average node level (ANL). For an MRT T=(V,E) with sink node S, we have

ANL(T ) =
∑

u∈V dT (u, S)
|V | .

What we have learned from the above example is that to minimize u(T ), it is crucial to
lower in-between distances for node pairs that have high border-crossing rates. However, two
neighboring sensors with high border-crossing rates may not share a common edge in a DAT tree.
We therefore argue that average reporting length (ARL) may be more important in designing
heuristics for the OMRT problem. The ARL for a given MRT T=(V,E) is defined as

ARL(T ) =
∑

(u,v)∈E dT (u, v)
|E| .
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Figure 3: (a) The tree derived by DAT from Fig. 2(d); (b) another tree derived from the same
mobility profile. Solid lines are tree edges while dashed lines are not.
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Figure 4: (a) A sample network profile; (b) A deviation-free tree T1 derived from (a); (c) Another
tree T2 derived from (a).

Consider the case when all edges of a mobility profile have a uniform weight W . The update
cost of any derived tree T then becomes

u(T ) = W ×
∑

(u,v)∈E

dT (u, v). (2)

A tree that minimizes ARL therefore also minimizes (2) and is optimal. In contrast, a tree that
minimizes ANL does not necessarily minimize (2) at the same time. As an example, consider
two trees shown in Fig. 4, where one tree T1 possesses the deviation-free property and the other
T2 does not. Compared with the counterpart, T1 has a lower ANL (1.0 versus 1.5) yet a higher
ARL (1.6 versus 1.4). If each edge in Fig. 4(a) has equal weight, T1 has a higher update cost
than T2.

Finding a spanning tree that minimizes ARL is an instance of the OMRT problem with pure
unit-weight edges. In the proof of Theorem 1 (Appendix), L1 and L2 are polynomial in p and
k. We can replace each such edge by a path of L1, and L2 respectively, edges of unit weight. If
any edge in the paths is not in the solution, at least one pair of nodes will be separated by a
path of at least L1 hops. Therefore, we can show that the OMRT with unit requirements is still
NP-hard.

Since node pairs with high border-crossing rates are more “expensive” than those with low
rates, we may design a greedy approach by examining node pairs in a non-increasing order of their
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Figure 5: (a) An MRT; (b) The MRT after rewiring all of B’s children to A. Solid lines are tree
edges while dashed lines are edges in network profile

border-crossing rates and minimizing the distance of the node pair (u, v) under consideration by
adding e(u, v) into T (providing that the introduction of e(u, v) does not create a cycle in T ).
This heuristic turns out to be the classical Maximum Spanning Tree (MST) algorithm, which
derives a spanning tree from a given graph that maximizes the total weight. MST does not
guarantee an optimal solution to our problem, as distances of node pairs are strongly correlated:
shortening the distance of one important pair often lengthens others. However, it is simple yet
effective. As a remark, the tree shown in Fig. 3(b) can be derived by MST.

Although MST seems appealing in these synthesized examples, its performance in general
depends on the distribution of weights, which in turn depends on mobility patterns of target
objects. We shall explore this issue by simulations in Sec. 4.

2.3 Query Cost Reduction

QCR [11] is a heuristic that attempts to restructure an existing tree to further reduce query
cost for better overall performance. QCR takes two tree-adjustment techniques. The first
considers turning an intermediate node into a leaf by rewiring all its children to its parent.
The second technique attempts pulling leaf nodes up one level. The adjustment is performed
logically; report and query messages are still propagated along the original MRT. The resulting
logical tree serves only for two purposes:

• Determining the data sink for each sensor pair, which is the nearest common ancestor of
the pair in the logical tree. This is where report messages of the pair are delivered.

• Determining the set of leaf nodes, for which query messages are delivered to their respective
parents.

As an example, consider the original MRT shown in Fig. 5(a). If we rewire each of B’s
children to B’s parent, A, the resultant MRT will be that shown in Fig. 5(b). Now report
messages associated with neighbor pair (C, D) have to be delivered to A, the new nearest
common ancestor of C and D. Since messages are still propagated along the original MRT, this
adjustment causes an increase of two hops in the reporting length associated with C and D.
Nevertheless, it also decreases the query cost of B as B becomes a leaf node in the logical tree.

In general, the query cost of the resultant tree T ′ after tree adjustments becomes

q(T ′) =
∑

u∈L(T ′)

qu × dT (S, pT ′(u)) +
∑

u6∈L(T ′)

qu × dT (S, u)
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while the update cost changes to

u(T ′) =
∑

(u,v)∈E

(w(u, v)× (dT (u, ρT ′(u, v)) + dT (v, ρT ′(u, v)))) ,

where ρT ′(u, v) denotes the nearest common ancestor of nodes u and v in tree T ′. It follows
from the operation of QCR that L(T ) ⊆ L(T ′) and dT (S, pT ′(u)) ≤ dT (S, pT (u)) for all node u.
Therefore, we have q(T ′) ≤ q(T ). It also follows from the operation of QCR that

dT (u, ρT ′(u, v)) + dT (v, ρT ′(u, v)) > dT (u, ρT (u, v)) + dT (v, ρT (u, v)) = dT (u, v).

So u(T ′) > u(T ). Consequently, adjusting a tree reduces query cost but increases update cost.
Determining the overall (update plus query) cost change after a specific adjustment requires
both the mobility profile and the query profile. QCR executes an adjustment only if the result
of the cost computation reveals overall cost reduction. In Sec. 4, we shall investigate the quality
of the proposed profiling and the performance comparison between DAT and MST in terms of
query and overall costs with the help of QCR.

3 Analytic Mobility Profiling

The basic idea behind our analytic profiling is that object movements can be modeled as a
stochastic process X(t). The state space of X(t) corresponds to the set of all sensors in the
WSN. When an object is observed by sensor i at time t, we say that the object is in state i
at time t, denoted by X(t) = i. Since we are primarily concerned with the sequence of state
transitions, not the sojourn time spent in each state, we assume that time values are all discrete
and increased by one only when state changes. In this way, we model object movements as a
discrete-time stochastic process. We call X(t) an object movement process (OMP). The objective
is to estimate the probabilities of state transitions, from which expected border-crossing rates
can be derived.

For any discrete time n ≥ 0, let pn
i = Pr[X(n) = i] be the probability that the process is in

state i, 1 ≤ i ≤ N , at time n. Define p(n) = 〈pn
1 , pn

2 , · · · , pn
N 〉 to be the n-th state vector. The

first step to our goal is to evaluate p(0). As we have no prior knowledge of object’s appearance,
let us assume that the probability of the target object being in state i initially is proportional
to the size of sensor i’s duty area. That is,

p0
i =

Ai∑N
j=1 Aj

,

where Ai is the size of sensor i’s duty area.
The next step is to obtain state transition probabilities for X(t). Let M(m, n) be the transition

probability matrix for times m and n, where m < n. Specifically,

M(m,n) =




pm,n
1,1 pm,n

1,2 · · · pm,n
1,N

pm,n
2,1 pm,n

2,2 · · · pm,n
2,N

...
... · · · ...

pm,n
N,1 pm,n

N,2 · · · pm,n
N,N




,

where
pm,n

i,j = Pr[X(n) = j|X(m) = i].
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Figure 6: An object has moved from F ’s duty area to D’s. The object is more likely to enter
B’s duty area than to either C’s, E’s, or F ’s.

By definition, we have p(n) = p(m)×M(m,n).
If X(t) possesses the Markov property, i.e., the conditional probability that X(n) = j given

X(m) = i, X(m + 1) = im+1, . . ., X(n− 1) = in−1 depends only on the most recent observation
X(n − 1) = in−1, not on other history, then the state transition probabilities can be easily
decomposed by applying the Chapman-Kolmogorov equation

pm,n
i,j =

N∑

k=1

(
pm,r

i,k × pr,n
k,j

)

for any time m < r < n. Unfortunately, the target’s movements may not follow a mobility
model that holds the Markov property. Some synthesized mobility model like Random Waypoint
[6, 2] tends to maintain an object’s current moving direction for an extended period of time.
Consequently, if an object changes states from i to j at time t, the object is more likely to enter
the duty area pointed to by the straight line connecting i to j than to any other at time t + 1.
Fig. 6 shows an example.

Including historical information in the stochastic model would make it extremely complicated
and scenario-dependent. To make the analytical results meaningful and sufficiently general, we
model the object movement process as a Markov chain (which possesses the Markov property).
Consequently,

p(n) = p(0)× [M(0, 1)×M(1, 2)× · · · ×M(n− 1, n)]. (3)

We assume that sensor nodes never move after deployment and operate long enough to ac-
complish their tracking mission. This assumption makes the chain a stationary process, which
implies M(0, 1) = M(1, 2) = · · · = M(n− 1, n). Eq. (3) therefore becomes

p(n) = p(0)×Mn, (4)

where M = M(0, 1) is a one-step transition probability matrix. Specifically,

M =




p1,1 p1,2 · · · p1,N

p2,1 p2,2 · · · p2,N
...

... · · · ...
pN,1 pN,2 · · · pN,N




,

where pi,j = Pr[X(t + 1) = j|X(t) = i] for any t ≥ 0. The values of pi,j ’s can be computed as
follows. Any sensor shares common borders with its neighbors, one for each. Suppose sensor
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i has k neighbors with common border lengths l1, l2, . . . , lk, respectively. The probability that
an object moves to the duty area of the j-th neighbor (1 ≤ j ≤ k), given the fact that it is
current under sensor i’s surveillance, is lj/(l1 + l2 + · · ·+ lk). In the way, the one-step transition
probability matrix can be computed.

We are now required to prove that Mn converges as n → ∞. That property enables us to
obtain X(t)’s steady-state probability distribution.

Theorem 2 If an OMP X(t) is modeled as a Markov chain, then πj = limn→∞ Pr[X(n) = j]
exists for all state j. Let M be the one-step transition probability matrix for X(t), we have

lim
n→∞Mn =




π
π
...
π




,

where π = 〈π1, π2, . . . , πN 〉.

Proof: This theorem can be proven by showing particular properties of X(t). First, X(t) is
irreducible, which asserts that an object starting at any state has a non-zero probability to
eventually visit any other state. This property holds since for an arbitrary sensor deployment,
the corresponding Delaunay graph is connected and our model precludes any obstacle that
prevents objects from crossing a border from either direction. Second, since X(t) is irreducible
and has a finite state space, X(t) is recurrent, meaning that the number of times any state is
entered is infinite if n → ∞. In fact, because X(t) is not an infinite Markov chain, X(t) is
positive recurrent, i.e., the expected return time (the time interval between any two consecutive
visits to the same state) is finite. Finally, X(t) is aperiodic, which asserts that the return time
is not fixed for any state. This can be seen by the unfeasibility of any state transition loop in
which objects can be trapped infinitely. The theorem therefore follows from these properties
[15]. 2

It also follows [15] that limn→∞ p(n) = p(0)× limn→∞Mn = π. Therefore, with the contents
of M and π, the weight associated with each edge (i, j) in the mobility profile can be calculated
as

w(i, j) = (πi × pi,j + πj × pj,i). (5)

Note that our estimate requires only topology information, i.e., the location of each sensor.
The computation task, however, involves computing a Voronoi diagram, the area and border
lengths of each region in the Voronoi diagram, and the limit value of the one-step transition
probability matrix.

Although the above analysis assumes only one object, the derived result applies to cases
with multiple objects as well provided that we assume no particular mobility patterns on these
objects. The point is that under the adopted object-tracking model, each object is independently
tracked. Therefore, the mobility of c objects can be modeled by c independent OMPs, where
the aggregated weight associated with each edge (i, j) in the mobility profile essentially becomes
c · w(i, j). Tree construction algorithms are not affected by such aggregations, as only relative
quantities of weights among edges matter.
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4 Simulation Results

4.1 Experiment Setup

We conducted simulations to investigate the performance of the analytic profiling. We assume
a 100× 100m2 deployment field with the number of deployed sensors varied from 100 to 1000.
Two mobility models were used to drive object’s movements, Random Waypoint and Gauss-
Markov. In Random Waypoint model (RWM), an object is randomly placed initially. It then
randomly selects a destination location to move with a randomly determined speed. The object
waits a random paused time when it arrives at the destination and then moves to another
location following the same random distributions. In Gauss-Markov model (GMM), a randomly
placed object determines its moving speed and direction randomly. After a fixed period of
time (5 sec. in our setting), the object alters the speed and direction according to Gaussian
distributions with the current values of speed and direction used as the respective means. To
preclude extreme values, any randomly generated value outside the range [µ − 2σ, µ + 2σ] was
discarded and regenerated, where µ and σ are mean and standard deviation of the distribution,
respectively. In our setting, the standard deviations of speed and direction are 2.5 m/sec. and
20 degrees, respectively. We further limit the speed value to the range between 1 and 50 m/sec.

RWM and GMM were considered because these two mobility models do not prefer any par-
ticular location. Some other mobility models, such as the City Mobility Model [8] and the
Manhattan Grid mobility model [1] do exhibit certain locality. We excluded these mobility
models because we do not assume locality on object movements.

For a given sensor population, 100 sensor deployments were randomly generated. A Voronoi
diagram was generated for each sensor deployment, from which three types of mobility profiles
were created. The first one, MP Markov, was obtained by applying the proposed Markov mod-
eling. To produce statistical mobility profiles MP RWM and MP GMM, we conducted a pre-run
by running an object around the deployment field according to RWM and GMM, respectively.
Each type of mobility profile was used by both DAT and MST to construct trees, resulting in six
possible combinations of resultant MRTs. Fig. 7 illustrates how these MRTs were constructed
from a single deployment setting.

To ensure that statistical profiles are statistically significant, we investigated experimentally
the relationship between the number of moves and the ratio of zero-weight edges (borders that
have never been passed by the object). We used the latter to gauge the degree of unexplored
region within a simulation run. The results (Fig. 8) indicate that no more than 0.8% edges were
zero-weighted when over 100, 000 moves were taken in a run. We therefore let the object take
150,000 moves in each run.

4.2 Node Level and Reporting Length

We first measured average node level and reporting length for all the six MRTs. Fig. 9 shows
the results. As expected, all trees formed by DAT have an identical average node level. The
three MST trees all have higher average node levels than the family of DAT trees. We observed
the same order in average reporting lengths for trees using statistical profilings (Fig. 9(b)).
DAT(Markov) and MST(Markov), however, both have shorter average reporting lengths. The
results reveal that the proposed Markov-based profiling leads to shorter reporting lengths, re-
gardless of which tree construction method was used.
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Figure 7: The process of MRT constructions

10
2

10
3

10
4

10
5

0

10

20

30

40

50

60

(a)

Number of moves

R
at

io
 o

f z
er

o−
w

ei
gh

t e
dg

es
 (

%
)

10
2

10
3

10
4

10
5

0

10

20

30

40

50

60

70

(b)

Number of moves

R
at

io
 o

f z
er

o−
w

ei
gh

t e
dg

es
 (

%
)

100 nodes
300 nodes
500 nodes
700 nodes
900 nodes

100 nodes
300 nodes
500 nodes
700 nodes
900 nodes

Figure 8: Ratio of zero-weight edges in (a) MP RWM and (b) MP GMM. All values were
averaged over 100 runs.
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Figure 9: (a) Average node level. (b) Average reporting length. All values were averaged over
100 runs.

4.3 Update Cost

We measured update costs associated with the six types of MRTs. After all six MRTs had
been constructed for a given sensor deployment, the simulator used RWM or GMM to move an
object around the deployment field and counted the number of update messages triggered by the
movement. The movement lasted 10,000 units of time and repeated 10 times for a given sensor
deployment. The final result for a given sensor population and a specific MRT was averaged
over 100 random sensor deployments.

We conducted two types of experiments: regular and mix-up (Fig. 10). In regular experiments,
the mobility model used in the pre-run that generated statistical mobility profiles was also used
to move an object for cost measurements. Fig. 11 shows the results of regular experiments.
In mix-up experiments, however, we used different mobility models in generating statistical
mobility profiles and in directing object movements in cost measurements. This is to test the
robustness of profilings. Fig. 12 shows the results of mix-up experiments.

From these results we observed the following findings.

1. MST(Markov) performs the best in all settings.

2. DAT seems to be profile-insensitive. That is, trees generated by DAT have nearly iden-
tical costs, regardless of the mobility profile in use. Therefore, in case of using DAT,
MP Markov can replace statistical profiling (MP RWM or MP GMM) without any per-
formance degradation.

3. MST is profile-sensitive, and its cost is lower with MP Markov than with either MP RWM
or MP GMM.

To confirm the profile-insensitivity of DAT, for each topology setting a uniform-weight mobility
profile was used to generate a DAT tree called DAT(Uniform). Since edges have identical weights,
DAT simply chooses one of the deviation-free edges for every node. DAT(Uniform) was then
compared with DAT(Markov), DAT(RWM), and DAT(GMM). See Fig. 13. Interestingly, the
use of uniform-weight mobility profile may slightly raise or lower update costs, depending on
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Figure 10: Two types of experiments. (a) regular (b) mix-up
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Figure 12: Update costs of the mix-up experiments with the mobility model used in cost mea-
surements being (a) GMM and (b) RWM.

which mobility model was used in measuring costs. When RWM was used, DAT(Uniform) had
higher costs than the others. On the other hand, DAT(Uniform) had the lowest costs among all
when GMM was used. Theses results indicate that DAT is not purely profile-insensitive, though
it performed similarly with either statistical or analytical profiling. Moreover, sophisticated
profilings may not have advantage over the uniform-weight profiling in certain cases.
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Figure 13: Update cost comparisons among various MRTs generated by DAT, where (a) RWM
or (b) GMM was used in cost measurements.

4.4 Query and Overall Costs

To test the quality of the proposed profiling when working with QCR, we applied QCR to
every MRT and measured query and total costs of the resultant tree. As QCR needs both query

16



0 200 400 600 800 1000
0

0.5

1

1.5

2
x 10

5

Number of nodes

Q
ue

ry
 c

os
t

(a)

MST(RWM) DAT(RWM) MST(Markov) DAT(Markov)

0 200 400 600 800 1000
0

1

2

3
x 10

5

(c)
Number of nodes

Q
ue

ry
 c

os
t

0 200 400 600 800 1000
0

5

10
x 10

5

(d)

Number of nodes

T
ot

al
 c

os
t

0 200 400 600 800 1000
0

2

4

6
x 10

5

(b)
Number of nodes

T
ot

al
 c

os
t

MST(GMM) DAT(GMM) MST(Markov) DAT(Markov)

Figure 14: Query and total costs after applying QCR to all MRTs. The mobility model used in
(a) and (b) is RWM while that in (c) and (d) is GMM. Mean event arrival rate is 0.2 event per
unit of time.

and mobility profiles for tree adjustments, we modified simulators to produce a query profile
as well as a statistical mobility profile in a single pre-run. Query event generations, which are
independent of the object’s mobility pattern, form a Poisson process with mean arrival rate
λ = 0.2, 1.0 or 5.0. All experiments are regular type.

Figure 14 shows the result with λ = 0.2 while Fig. 15 shows that with λ = 1.0. The result
with λ = 5.0 exhibits similar behavior as those shown here but is not included due to space
limitation. From these results the following conclusions can be drawn.

1. Trees generated by DAT had both lower query costs and lower total costs than those
generated by MST.

2. The costs of DAT(Markov) are hardly distinguishable from those of DAT(RWM) and
DAT(GMM). We once again confirm that, in case of using DAT, the proposed analytical
profiling can replace statistical profiling without any performance degradation.

3. For MST, the cost with MP Markov is lower than that with MP RWM or MP GMM.
Therefore, in case of using MST, the proposed analytical profiling outperforms statistical
profilings.
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Figure 15: Query and total costs after applying QCR to all MRTs. The mobility model used in
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5 Conclusions

We have proven that the OMRT problem, which seeks an optimal message report tree from
a given mobility profile, has no polynomial-time solution. Two heuristic designs for the OMRT
problem, DAT and MST, have been discussed. A quantitative analysis on the performance gain
due to tree adjustments has also been given. We have analyzed object crossing rates between
any two sensors deployed in a closed region. The analytical results serve as a mobility profile
that is essential to tree-construction algorithms. Extended simulations have been conducted
to examine the performance of the proposed analytic profiling. The results show that in case
of MST, the proposed analytic profiling outperforms statistical profiling. In case of DAT, the
proposed analytic profiling performs the same as the statistical profiling. In short, the proposed
analytic profiling can replace an otherwise statistical profiling without noticeable performance
degradation, which is valuable when historical running traces are unavailable.
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Appendix

We prove Theorem 1 by reducing the Exact Cover by 3-sets (X3C) problem [4] to the BCMRT
problem. Given a set Q = {q1, q2, . . . , q3k} and a collection χ = {X1, X2, . . . , Xp} of 3-element
subsets of Q, the X3C problem asks whether there exists a subcollection χ′ ⊆ χ such that every
element of Q occurs in exactly one member of χ′.

For an instance of the X3C problem, we construct a mobility profile M as in Fig. 16, in which
vi and sj are for qi and Xj , respectively. There is another vertex r connected to every sj with
an edge of weight L1. There is an edge (vi, sj) of weight L2 whenever qi ∈ Xj . All vi’s are
connected by unit-weight edges to form a clique. L1 and L2 are large enough so that these edges
are enforced to be in the MRT if it exists. We claim that there exists an exact cover of the X3C
problem if and only if the BCMRT problem has a solution with cost

c∗ = pL1 +3k(L2)+3(3p− 3k)L2 +3k(2× 2+ (3k− 3)× 4)/2 = pL1 +(9p− 6k)L2 +3k(6k− 4).

For the convenience of discussion, we divide the node set into three subsets: V = {vi|∀i},
S = {sj |∀j}, and R = {r}. Let E1 = {(r, sj)|1 ≤ j ≤ p}, E2 = {(sj , vi)|qi ∈ Xj} and
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E3 = {(vi, vj)|1 ≤ i < j ≤ 3k} be three types of node pairs that are connected by edges in M .
Since an exact cover does not exist if ∃vi ∈ V, ∀sj ∈ S : (sj , vi) 6∈ E2, we preclude such trivial
cases in the rest of the proof.
(the only-if part) Suppose that there exists an exact cover χ′. We show that there exists a
spanning tree T with cost c∗. The edge set of T consists of all edges in E1 and edges (sj , vi) for
all Xj ∈ χ′ and qi ∈ Xj . Since χ′ is an exact cover, T is a spanning tree. The cost of T consists
of three distinct parts.

• Cost associated with E1: This part of cost is pL1.

• Cost associated with E2: There are 3p node pairs in E2, 3k of which are included as edges
in T and each of the others has a distance of 3 (with common ancestor r). The total cost
is therefore 3kL2 + 3(3p− 3k)L2.

• Cost associated with E3: Each vi ∈ V shares with other two nodes in V a common parent
sj ∈ S and with each of the remaining 3k − 3 nodes in V the common parent r. Each of
the former node pairs has a distance of 2 while the distance of the latter is 4. The cost is
therefore 3k(2× 2 + (3k − 3)× 4)/2 = 3k(6k − 4).

Clearly, the total cost of T is c∗.
(the if part) M has p + 3k + 1 nodes, and therefore any spanning tree has exactly p + 3k edges.
The weights L1 and L2 are set large enough such that if the OMRT has cost c∗ it must contain
all the p edges in E1 and 3k edges in E2, and therefore no edge in E3 is in the OMRT. Suppose
that T ∗ is the OMRT of cost c∗. To our aim, we assign L1 = (9p− 6k)L2 + 3k(6k − 4). If any
edge (r, sj) is not in T ∗, the cost is larger than (p + 2)L1 > c∗ since the distance from r to sj is
at least three. Since all edges in E1 are in T ∗, no node in V can be connected to more than one
node in S. Otherwise it forms a cycle.

For convenience, we root T ∗ at r. By the above discussion, all nodes in S are at level one.
Next, we set L2 = 9k and claim that all nodes in V are at level two, which also means that no
edge in E3 can be an edge of T ∗. Suppose by contradiction that there exists a node v in level 3.
We shall show that there is a way to reduce the cost of ∗T , which contradicts the optimality of
T ∗. Let vi be the parent of v and sj the parent of vi. Also assume that (v, s) is an edge in E2.
We replace edge (vi, v) with (s, v) and make all children of v, if any, the children of vi. The cost
between v and all nodes in S is reduced by at least L2, while the cost between v and all nodes
in V is increased by at most 3(3k − 1) since the new distance from v to vi is 4.

We have shown that the entire E1 is in T ∗ and the other tree edges are from E2. The cost in
the cuts (R,S) and (S, V ) is therefore pL1 + (9p− 6k)L2 no matter which of the 3k edges in E2

are chosen. For each pair of nodes in V , the update cost is 2 if the node pair is connected to the
same parent and 4 otherwise. Since each sj can have at most three children, the cost is lower
bounded by 3k(6k− 4), and it happens only when k nodes in S have exactly three children and
others have none. In this case there is an exact cover for the X3C problem.
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